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Abstract: 

Due to the growing traffic volume in the Internet, new technical solutions are being developed. 
The three SAIL technologies, i.e. Network of Information (NetInf), Open Connectivity Services 
(OConS) and Cloud Networking (CloNe), aim at improving the scalability and performance of 
the Internet, as well as to increase the quality of experience for end users. The changing 
technical structure also changes the industry and market structure. This document aims at 
discussing the business and regulatory potential of the three SAIL technologies. After the 
market and ecosystem overview and the stakeholder analysis, potential business models for 
each of the technologies are proposed. The value of this work is the set of recommendations 
for technical development of each technology, which were based on the analysis reported in 
this work. 
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Executive summary 

Due to the growing traffic volume in the Internet, new technical solutions are being developed. 
The three SAIL technologies, i.e. Network of Information (NetInf), Open Connectivity Services 
(OConS) and Cloud Networking (CloNe), aim at improving the scalability and performance of 
the Internet, as well as to increase the quality of experience for end users. 

However, changing technologies affect the market and industry structures as well as the 
stakeholders involved. For a new technology to be widely deployed and welcomed by the 
market, each of the stakeholder’s benefits and incentives has to be ensured. Thus, this 
document continues the socio-economic work of Work Package A (WPA) and the previous 
deliverables, D.A.1 [1] and D.A.7 [2], proposing feasible and viable business opportunities for 
the three technical solutions. This document also links the technical work packages and socio-
economics. 

This document uses scenario planning to survey the ecosystem for each of the technologies 
and briefly presents the technical and business architectures. In addition, the different 
stakeholders’ benefits and value networks are analysed and possible business models 
proposed. Additionally, a regulatory perspective is taken on issues concerning interconnection 
charging, privacy, security, and content. 

The main results of this document include the business models presented in Sections 3.5, 4.5 
and 5.5. For NetInf (Section 3.5), a six-step business model evolution path is suggested, from 
which three are evolutionary and the last two include the entrance of new actors and business 
agreements into the market. Similarly, for OConS, four cost/benefit scenarios were proposed 
where the revenue and cost flows of the different stakeholders were shown. On the other 
hand, CloNe’s usage includes a wide variety of applications, thus no single business model 
could be suggested. 

Another important finding is the business recommendations, which arose from the business 
and regulative analysis done in both D.A.7 and this document. The recommendations help the 
technical work packages in meeting the demand set by end users, stakeholders in the market, 
and regulators when developing the new technologies. 
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1 Introduction 

1.1 Motivation of document and objective of document 

Due to the growing traffic volume in the Internet, new technical solutions are being developed. 
In SAIL, three technical solutions are proposed in three work packages, i.e. Network of 
Information (NetInf), Open Connectivity Services (OConS) and Cloud Networking (CloNe). 
The three technologies aim at improving the scalability and performance of the Internet, as 
well as to increase the quality of experience (QoE) for end users. 

However, changing technologies affect the market and industry structures as well as the 
stakeholders involved. For a new technology to be widely deployed and welcomed by the 
market, each of the stakeholder’s benefits and incentives has to be ensured. Thus, this 
document continues the socio-economic work of Work Package A (WPA) and the previous 
deliverables, D.A.1 [1] and D.A.7 [2], proposing feasible and viable business opportunities for 
the three technical solutions. This document also links the technical work packages and socio-
economics. 

This document surveys the ecosystem for each of the technologies and briefly presents the 
technical and business architectures. In addition, the different stakeholders’ benefits and value 
networks are analysed and possible business models proposed. Additionally, a regulatory 
perspective is taken on issues concerning interconnection charging, privacy, security, and 
content. Lastly, based on the business analysis, several business recommendations for the 
technical work and development are suggested. 

1.2 Structure of document 

The document is divided according to the three technical work packages, i.e. NetInf, OConS 
and CloNe. The research results from the above-mentioned topics are reported for each of the 
technologies. In addition, a SAIL overall view, which aims at discussing the socio-economic 
effect of all three technologies combined, is given in the beginning. 

Thus, the socio-economic analysis starts with Section 2, which gives the SAIL overall 
perspective as well as motivates the rest of the work. Sections 3, 4 and 5 focus on NetInf, 
OConS, and CloNe, respectively. The recommendations for the technical development arising 
from the business analysis are given in Section 6. Finally, Section 7 concludes this document. 



 

Document: FP7-ICT-2009-5-257448-SAIL/D2.8  

Date: 2012-10-31 Security: Public 

Status: Final Version: 1.0 

 

SAIL Public 2 
 

2 SAIL overall analysis 

2.1 The evolution of the Internet 

The Internet is today a crucial backbone for almost every aspect of business and other human 
interactions across the world. The amount of traffic carried across this backbone is increasing 
at an exponential rate, and is forecasted to continue to grow with a similar rate. 

According to Cisco [3], “Globally, peak Internet traffic will grow 4.5-fold from 2011 to 2016, a 
compound annual growth rate of 35%.” 

Furthermore, according to Ericsson [4] the amount of data traffic that is carried across mobile 
networks is forecasted to grow at an even higher rate (see Figure 1). 

 

Figure 1. Mobile traffic mix forecast according to Ericsson [4]   

 
This increased share of mobile traffic is also stated by Cisco [5]: “Globally, mobile data traffic 
will grow 18-fold from 2011 to 2016, a compound annual growth rate of 78%”. 

The growth in data traffic, especially in the mobile area, is caused by a combination of an 
increasing number of users and the growth in usage per user. 

Starting by looking at the global number of mobile users, the number of mobile subscriptions is 
continuously increasing both developed and developing nations, although the growth is faster 
in the latter. As Figure 2 shows, the number of subscriptions just passed 6 billion [6], almost a 
billion higher than last year. This means double digit growths, even if the overall growth is 
steadily decreasing, Figure 3 [6]. These are very large numbers, and operators need to 
upgrade their networks to keep up with the demand.  
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Figure 2. Evolution on the global number of mobile phone subscriptions (total and per 100 inhabitants) 
in 2001-2011 (extracted from [6]). 

 

Figure 3. Mobile cellular subscriptions per 100 inhabitants in 2001-2011 (extracted from [6]). 

However, the major challenge for operators does not come from the evolution of the number 
of users but from the huge growth in the traffic generated by each one. The average monthly 
traffic by a single mobile user is still quite moderate, but with the explosion of the number of 
smartphones, tablets, and laptops, these numbers are growing very fast. 
In 2011, a regular mobile phone generated about 4.3 MB/month (up from 1.9 MB in 2010), but 
a smartphone generated almost 150 MB/month (35 times more) [7]. By comparison, in 2010, 
smartphones generated 24 times more traffic than the regular feature phones, even though 
the regular phones more than doubling the data generated in 2010. As of 2010, smartphones 
represented just 12% of the number of terminals, but account for 88% of the traffic; both these 
figures are expected to increase even more as the importance of video grows and the number 
of tablets increases sharply in the coming years [7], [8], and [9]. Mobile video is, and it is 
expected to continue to be, one of the major drivers of this growth [2].  

The expected growth rate and shift towards mobile data are on their own reasons to research 
and explore alternative and complementing ways for the the Internet backbone to cope with 
the Internet traffic. 
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On top of the pure traffic forecasts, there is also a change in the traffic patterns and utilization 
of the Internet. These changes are driven by a combination of a growing number of devices 
connected to the Internet and by services that utilize the Internet in ways that was not 
previously foreseen. The growth of eg video traffic and social network traffic are only two such 
examples from a consumer perspective, and the current CDN approaches and general Cloud 
Computing evolution are two examples from a more deployment perspective. 

The Cloud Computing evolution provides new opportunities from a network perspective. Many 
of the current deployments bring a dynamic cloud resource of computing power and storage to 
the user, while the current offerings in many cases do not solve the access part – how to 
dynamically access the cloud-based resources. The cloud market are further discussed in 
section 5.2.1. 

The combined picture of the forecasted growth and evolution of Internet provides the 
motivation for research and development around the Future Internet. In a document [10] the 
FIArch Group lists a number of the current limitations and weaknesses are identified. It can be 
noted that the document includes statements like: 

 “Lack of efficient caching & mirroring: There is no inherited method for on-path caching 
and mirroring of data/content (compared to off-path caching) that could deal with 
issues like flash crowding, as the onset of the phenomenon will still cause thousands 
of cache servers to request the same documents from the original site of publication” 

 “Lack of efficient transmission of content-oriented traffic: Multimedia content-oriented 
traffic comprises much larger amounts of data as compared to any other information 
flow, while its inefficient handling results in retransmission of the same data multiple 
times and possibly from sub-optimal sources/paths” 

 “Scaling to deal with flash crowding. The huge number of (mobile) terminals combined 
with a sudden peak in demand for a particular piece of data may result in phenomena 
which can’t be handled” 

2.2 The SAIL approach 

The research work carried out within the SAIL project aims to bring “Scalable and Adaptive 
Internet Solutions” to cater for the evolution and challenges outlined above. 

In SAIL, three research areas are explored. Network of Information (NetInf), Open 
Connectivity Services (OConS) and Cloud Networking (CloNe). Each of these three areas 
addresses the combined scenario of a Future Internet, both on their own, and more notably 
with the combination of two or more of the research areas. 
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Figure 4: Three concepts within SAIL 

 
The technical achievements and description of each of these areas are available in other 
deliverables from the SAIL project. 

A common set of scenarios and use cases was identified early in the project and have guided 
the work throughout the project [1]. These scenarios represent some of the foreseen 
challenges from a traffic perspective and provide a common ground across SAIL. Further 
more, the scenarios and use cases are described form a user perspective and are a tool to 
explain both the challenges and the technical areas to a wider audience. 

However, a sound and validated technical solution will not solve the issues on its own. Any 
technical solution must also make sense from a business perspective in order to be deployed 
live by an actor on the market. 

A set of business recommendations are listed in chapter 6. These have been discussed within 
the SAIL project, during the technical work. These recommendations are also valid for any 
player that considers launching a solution based on SAIL. 

Also, new technology and the overall market evolution are likely to make new type of players 
enter the market, and to introduce new business models and value chains. These new 
entrants come with new opportunities, and are at the same time a threat to current market 
actors. 

In later chapters within this document, the socio-economic aspects for each of the core 
research areas within SAIL are explored. The analysis includes new and existing business 
models, regulatory considerations and other aspects. All in all, these chapters will provide 
stakeholders looking into deployment and development of SAIL technologies with a good 
overview, as well as details, which will support the commercial considerations. 
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2.3 Overall SAIL deployment considerations 

When deploying new technologies like SAIL the overall deployment scenario, including 
migration aspects, need to be considered. These cover both the technical as well as more 
business-oriented views. 

 

Figure 5: External vs internal migration aspects 

 
In Figure 5 we broadly divide these aspects into an Internal and an External domain. The 
borderline between internal and external is very much set by the deploying actor – the border 
is not necessarily inside or outside the deploying actor, but can also be within the context of 
the deploying actor. Two such examples from within a single actor include: 

 When a New System is connected with another system at the same actor 
(“Interactions with other systems”) 

 When a New System interacts with the business aspects of the actor, eg by putting 
new requirements on the sales force (“Business model aspects”) 

In these two examples the internal/external borderline is within the same actor. In many, but 
far from all, cases the internal/external borderlines are also found outside a single actor. 

The internal aspects are here meant to be very much how the actual deployment is carried out 
– is the system introduced as a “new, separate box”, deployed either as a replacement of an 
existing system or as a parallel deployment, or is the system introduced more as a (software) 
upgrade of an existing system. 

We are from a SAIL perspective more focusing on the external dependencies, and more 
specifically – the nature of these. To what extent are they changing the status quo? 

 New or changed user functionality: 
To what extent does the new system imply new or changed user behaviour? For SAIL, 
most of the enhancements are a few steps away from the end-user, and this aspect is 
not covered in detail within the scope of SAIL 

 Business model aspects: 
To what extent does the deployment of the new system change the existing dynamics 
and setup around business models and B2B (business-to-business) interaction? This 
is the main topic of this document. 

 Interactions with other systems: 
To what extent does the new system require new types of interfaces and interworking 
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with other systems, and to what extent can these changes not be catered for with pure 
remapping? This is the main topic for the upcoming deliverable on Migration, which is 
due at the end of the SAIL project (ie Q113). 

 

2.3.1 Is SAIL a sustaining or disruptive innovation? 

The overall approach for SAIL has been to ensure that SAIL technologies can migrate from 
existing infrastructure, and can co-exist with the current Internet architecture. In other words, 
SAIL does not impose a “clean slate” approach from a technology perspective. 

However, SAIL technologies may still be perceived as disruptive by the market or by current 
actors in the market. For all of the external aspects visible in Figure 5 we can discuss in terms 
of sustainable vs disruptive change. 

By disruptive, we apply the definition by Clayton M. Christensen [11]. Disruptive relates to the 
business model dimension, to what extent current business models are challenged by a new 
technology or innovation. 

The opposite of a disruptive innovation is a sustaining innovation, a technology or innovation 
that preserves existing business models.  

As can be seen in the business model analysis further down in this document, as well as in 
the earlier deliverable New business models and business dynamics of future networks (DA.7) 
[2], the SAIL concepts can both be brought to market based on existing business models 
(sustaining) or introduce new actors and new business models (disruptive). 

Furthermore, even if SAIL technologies are implemented and brought to market by existing 
actors, and to a large degree aligned with existing business models, they can impose a new 
(and disruptive) service model towards the users of the system. An example of this is video 
telephony, which was one of the new mobile services made possible with the roll-out of 
UMTS/3G, but still has not been widely used among consumers.  

2.3.2 To deploy a disruptive innovation 

SAIL technologies can be deployed in both sustaining and disruptive ways. Eg a new solution 
can be deployed within the borders of a single actor, in order to increase efficiency. In many 
cases such scenarios are sustaining. However, the same new solution can be deployed 
outside a single actor, in which case the new solution can bring a disruptive scenario. 

The potential duality of the situation motivates a brief discussion on the implications and 
considerations when deploying a disruptive innovation. 

 For potential new actors (service providers and operators) that want to leverage the 
new technology, it is important to understand how to go-to-market with a disruptive 
innovation. 

 For legacy service providers and operators, this is important for two reasons: 

o Most likely they want to protect their current business from new entrants to the 
market. 

o In the case where the new technology does imply a disruptive service model 
towards existing customers it is important to understand how to bring that new 
service model to the market in an efficient way, in order to ensure acceptance 
and usage among the existing customer base. 

 And lastly – for vendors, a similar situation exists. If the innovation is disruptive in its 
nature, the go-to-market model towards existing and new customers (i.e. service 
providers and operators) potentially needs to be adjusted. 

The business strategy literature has covered this in many books and publications. Perhaps 
most known are Crossing the chasm and Inside the tornado by Geoffrey Moore [12][13]. Both 
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of these publications identify niche markets as a crucial component in the business strategy 
related to disruptive innovations. 

The importance of niche markets comes mainly from the fact that new and disruptive 
innovations in many aspects still might be inferior to existing technology. 

1. Even though the evolution of the innovation might contain superior performance from a 
technology viewpoint, initial versions might only be superior from a few aspects. 

2. The business maturity of the new innovation might be low in the beginning, leaving 
several aspects which are important for mainstream adaptation un-addressed. 

Still, despite such potential short-comings, the new innovation might be suitable for one or 
more niche markets and it is within these markets the initial deployment are most likely to 
succeed. 

The identification and selection of potential niche markets is a business development activity 
by each potential commercial player. The selection must not only be guided by a analysis of 
the solution that is sought to be deployed, but is as much dependent of the current position of 
the business actor.  This deliverable will provide an initial analysis and will, together with other 
deliverables from the SAIL project, provide some insights of where to look.  

And lastly – SAIL technology can in many cases still be deployed as a sustaining and 
evolutionary innovation. 

2.4 Regulative analysis 

Internet raises different regulatory issues compared to earlier network architectures. One 
example is network interconnection, which involves large economic network externalities and 
may favor large operators too much. However, this potentially large regulatory problem seems 
to not materialize in the Internet backbone because competition works. That is, operators can 
easily by-pass any monopolistically behaving operators via alternative peering and transit 
contracts. Regulator's attention is mainly needed in Internet access where the technology, e.g. 
copper, limits competition or in mobile Internet where GRX-based interconnection and 
roaming arrangements limit competition. Further, the 3GPP/GRX-based mobile architecture 
does not allow easy creation of virtual mobile network operators.  

Another important regulatory topic today is Security and Privacy. Several Security and Privacy 
issues related to the Clouds have been identified both on the Cloud Service Provider side and 
on the Cloud Service User side. These issues may be quite complicated arising from the 
inherently global nature of the Clouds. However, Security and Privacy in Cloud computing is 
essential if there is to be significant take-up and adoption by end users, especially when 
private or commercially sensitive data may be stored, accessed and processed in remote 
locations, including for example different countries.  

In this study of the SAIL Work Package A, the regulatory issues in Interconnections have been 
studied in the context of the NetInf and OConS concepts (sections 3.6 and 4.6, respectively), 
and the Security and Privacy issues have been studied in the context of the CloNe concept 
(section 5.6). 

2.4.1 Interconnection charging 

According to surveys from ITU [14], interconnection-related issues are ranked in many 
countries as the most important problem in the development of a competitive marketplace for 
telecommunications services. For that reason Interconnection has been in focus when 
investigating the NetInf concept from regulatory perspectives.   

The potential Interconnection issues in the context of the SAIL concepts were studied in 
Deliverable D.A.7 [2]. That study resulted in the identification of several technical and 
administrative interfaces, where Interconnection is needed. All scenarios introduced several 
new technical interfaces, new actors for running the business (a part of a value chain), and 
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new roles for the existing and new actors. A prerequisite for the deployment of the new 
technologies and for running the business is that the interoperability across the technical 
interfaces and fair Service Level Agreements (SLAs) across the involved parties are ensured.  
Also, running the business across countries and regions requires that the rules are 
harmonised among them. This, in turn, requires that the regulatory authorities in different 
countries and regions have to cooperate. 

Interconnection charges are payments between operators to compensate each other for the 
traffic exchanged between their networks. According to [14], there are various reasons for 
specifying that interconnection charges should approximate costs.  Serious problems can 
result from a dominant firm charging competitors interconnection prices that are significantly 
above cost.  First, it prevents market entry and the development of competition.  Second, 
customers of the competitors will ultimately have to pay for these excessive charges.  Third, 
the excessive prices can provide a pool of revenues that the dominant firm can use to 
subsidise losses, e.g., losses incurred as a result of predatory pricing action taken by the 
dominant firm to drive competitors out of a market. 

There are number of costs that are associated with setting up and maintaining an 
interconnection agreement and these differ depending on whether it is a peering or transit 
agreement [15]. The set up costs include both capital costs of the requisite equipment, as well 
as the transaction costs associated with negotiating the agreement. In addition, all 
interconnection services increase operational cost somewhat. Every time a network adds a 
link, it increases complexity, and therefore the cost of operating the network. 

2.4.2 Regulatory approaches for interconnection charging 

A number of different procedures might be used to establish Interconnection charges. These 
include [16]: 

 the regulator in advance determines the charges, together with other essential elements of 
interconnection, using different approaches to price regulation; 

 the regulator sets guidelines which should be used for establishing the rates through 
(bilateral or multilateral) negotiations among the operators; 

 operators set the rates through negotiation and commercial agreements, without the 
involvement of the regulators (the regulator intervenes only if parties fail to agree).  

To set the interconnection prices regulators might use several possible approaches to the 
wholesale price regulation. The most common ones include [16]:  

 Rate of Return regulation (RoR) – Rate of return regulation is a way of regulating the 
prices charged by a firm. It restricts the amount of profit (return) that the regulated firm can 
earn. The regulated price can be adjusted upward if the utility starts making a lower rate of 
return, and it will be adjusted downward if the utility makes a higher rate. The Rate of 
return regulation has been used extensively to regulate utilities in many countries.  

 Price-cap regulation – This is a process for establishing rates or prices that will be 
charged for a service, which are adjusted each year by an index that reflects the overall 
rate of inflation in the economy, the ability of the operator to gain efficiencies if compared 
to the average firm in the economy, and the inflation in the operator’s input prices if 
compared to the average firm in the economy. Sometimes a price ceiling approach might 
be used for the same purpose. Under this approach a regulator imposes a limit on how 
high a price can be charged on a service, without making periodical adjustments. 

 Cost-orientated or cost-based pricing means that prices should reflect their costs plus 
reasonable rate of return which operators are allowed to earn. Operators or regulators 
might use different cost bases (current cost, historical cost, forward-looking cost) and 
different methodologies (Fully distributed cost (FDC), LRIC) to determine the prices. 
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2.4.3 Security and Privacy 

It is clear that ensuring Security and Privacy will be one of the key objectives when designing 
the new information-sharing concepts of the Future Internet. The definitions of the key 
concepts related to Security and Privacy are given in Annex 1. 

With respect to Clouds, the clarification of the applicable law governing the flow, processing, 
and protection of data is desirable, so that both Cloud users and Cloud providers have a clear 
understanding of which rules apply where and how. On 25 January 2012, the European 
Commission proposed a comprehensive reform of the EU data protection rules. The reform of 
the outdated privacy rules reflects that technological progress and globalization have 
profoundly changed the way data are collected, accessed and used. To ensure the growth 
and adoption of cloud computing, it will be necessary to find technological and policy solutions 
for ensuring privacy and assuring information security.  

There are several levels at which Security and Privacy could be regulated. Their applicability 
for ensuring Security and Privacy in Clouds has been studied in this work. 
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3 Business Analysis of NetInf 

The technical work of NetInf is progressing with good speed and the technical motivation for 
such a new technology is clear [17][18]. On the other hand, the socio-economic motivation for 
NetInf is less widely studied. Thus, this section aims at raising the awareness of the non-
technical drivers for NetInf by first studying the ecosystem and constructing possible future 
scenarios for Internet content delivery. In addition, as one of the building blocks of NetInf is in-
network caching, its potential is also studied. Based on the overview of the ecosystem, the 
different ways to monetise the NetInf investments are evaluated by first making a stakeholder 
analysis and finally suggesting a six-step business model evolution. Lastly, the regulatory 
issues of interconnection charging are discussed as well as the existing content regulations 
examined. 

3.1 Business Drivers 

This section presents motivation for the research reported in Sections 3.2-3.5. The amount of 
Internet traffic, especially video traffic, is growing significantly. Not only is the IP traffic growing 
but the nature of traffic traversing the Internet is also witnessing strong consolidation towards 
certain types of traffic. For example, the share of Real-time Entertainment traffic such as 
movies, video clips and music is rising constantly from year to year [19]. 

As a consequence, new technologies, such as NetInf, are being developed to cope with the 
changing traffic structure. However, adopting new technologies also causes industry and 
market to change. Thus, economic analysis is needed to understand how the market might 
change and how the relevant stakeholders can prepare for the future. 

3.2 Ecosystem Analysis 

This section surveys the ecosystem that NetInf will compete in, namely the Internet content 
delivery market. The section begins by proposing possible future scenarios of the Internet 
content delivery market in terms of which stakeholder controls the content delivery process 
and which stakeholder can decide on which content delivery architecture to use. The second 
topic discussed in this section relates to the potential of caching, a fundamental component of 
NetInf. 

3.2.1 Scenarios of Internet Content Delivery 

As a consequence of the growing Internet traffic, the Internet ecosystem is changing, and new 
business opportunities are emerging. Predicting the future is difficult, but formulating possible 
alternative scenarios can be done instead, for example with Schoemaker’s Scenario Planning 
[20] method. Thus, the question to be answered in this section is as follows: What are the 
alternative scenarios of heavy commercial content delivery over Internet for the next 10 years? 

In addition, the following supporting strategic questions are discussed, as the operators play a 
major role in the development of the Internet and NetInf: 1) What is the role of mobile 
operators in Internet content delivery? 2) Which scenarios drive the adoption of NetInf? 

Two brainstorming sessions were organised to generate 94 forces that affect the evolution of 
the Internet content delivery market in the next ten years. After grouping and prioritising, ten 
basic trends and eight key uncertainties were singled out. Two of the uncertainties were 
singled out to form four possible scenarios for Internet content delivery’s future. This section 
briefly discusses these two uncertainties and the scenarios. For more detailed results and 
analysis, see [21]. 

U1. Mobile ISP bundling: strong ISP bundling or no ISP bundling? 

The cost of building the network is now borne by the ISPs and the costs are passed onto the 
end users and content providers through charging for network access. However, due to the 
increasing traffic volume and the competitive consumer prices, network access and 
connectivity is becoming less profitable for ISPs. In addition, the network is becoming more 
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content-centred. Bundling mobile devices together with network subscription has become 
common practice, because service providers wish to lock-in end users. Furthermore, end 
users may perceive the cost of a bundle to be lower than using the services separately and 
thus may consume more. Will the situation stay the same in the future or will ISPs attempt to 
increase revenue by playing a bigger role in the Internet content delivery process and offer 
also content? For example, Orange [22] in Europe and Comcast [23] in the U.S.A offer triple-
play bundles that include certain amounts of films or TV channels, Internet broadband and 
mobile access. 

Although the main issue in this uncertainty is whether content is bundled to the mobile ISP’s 
service offer, device bundling is also important. For example, big content providers are 
offering their content together with devices with which to access their content in order to 
bypass the ISPs, e.g. [24]. Thus, it is important for the ISPs to also control the devices in 
addition to controlling access and content. 

U2. Content provider revenue model: advertiser revenue or consumer revenue? 

In the past, Internet content providers have mainly earned revenue from advertisers. However, 
several payment-based content providers have emerged into the market recently, e.g., Spotify 
[25], Sony Music Unlimited [26] and Voddler [27]. Thus, how will the dynamics evolve: will paid 
content, i.e. consumer revenue model, become more popular than the advertiser revenue 
model? 

3.2.1.1 Scenarios 

The final scenarios are illustrated in Figure 6. The resulting scenarios present the dominant 
end user type, whose decisions will lead to each of the scenarios. The dominant end user 
types include the comfort buyers, the quality buyers, the indifferent savers and the demanding 
savers. In addition, each of the scenarios show which actor will rule the Internet content 
delivery market and make the decision on the used caching system. The dominant actors in 
each of the scenarios are the local ISP, the global ISP, the advertisement content provider 
and the payment-based content provider. This section explains briefly the different scenarios. 
In addition, the differences between each scenario in terms of the key parameters are 
summarised in Table 1. For more detailed descriptions of each scenario and the differences, 
please refer to [21]. 

In the Comfort Buyer scenario, the end users are willing to pay for their comfort and thus 
prefer bundled services and to pay for the content. Therefore, the local ISPs are dominating 
the Internet content delivery process by providing service bundles to end users. This scenario 
is ideal for a local ISP because the ISP controls the content delivery platform as well as the 
content itself. In other words, the local ISP takes control of the content provision role. In 
addition, unlike the advertiser revenue model, the consumer revenue model does not require 
a large customer base. 

In the Indifferent Saver scenario, the end users are relatively indifferent about the service 
quality and prefer to have bundled services but are not willing to pay for the content. This 
means that the access, device and content are still provided by the ISP, but the ISPs receive 
content revenue from advertisers. Because advertisers attempt to reach a wide audience, the 
ISP in this scenario should have a large subscriber base and thus the global ISP dominates 
the content delivery process. In this scenario, the global ISP among its other roles also acts as 
a content provider. 
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Figure 6. Scenario matrix. 

 
Table 1. Comparison of scenarios. 

Parameter\Scenario 
Comfort 
Buyer 

Indifferent 
Saver 

Quality Buyer 
Demanding 
Saver 

Economies of scale Low High Medium High 

Network effect Low High Medium High 

Probability of own 
billing mechanism 

Medium High Low High 

Ease of paying for 
end users 

Medium Medium Low High 

Bank's role Medium Low High Low 

Content provider 
control 

Medium Low High High 

Amount of content 
usage statistics 

Low Medium Medium High 

Importance of 
standardisation 

Medium High Low Medium 

Winning actor Local ISP Global ISP 
Payment-
based content 
provider 

Advertising 
content provider 

 

In the Quality Buyer scenario, the end users know exactly what they want and thus choose to 
take the services separately and pay for the content. Therefore, the content provider, who 
employs the consumer revenue model (i.e. payment-based content provider), has the power 
to decide which Internet content delivery system to use in this scenario. 

Content providers that use advertising as their revenue model (i.e. advertising content 
providers) are dominating the Internet content delivery market in the Demanding Saver 
scenario, because the end users know what they want and choose each service separately 
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but are not willing to pay for the content. Due to economies of scale and strong network 
effects, globally, only a few advertising content providers dominate the market. 

3.2.1.2 Conclusions 

Four future scenarios were constructed: Comfort Buyer, Indifferent Saver, Quality Buyer and 
Demanding Saver. Each scenario identifies the corresponding winning business role and the 
related winning actors that get control over the Internet content delivery market and can 
decide which caching architecture to use. The alternative winning actors are a) (small) local 
access ISPs, b) (large) global access ISPs, c) (small) payment-based content providers and 
the banking system, and d) (large) advertising content providers. 

Based on the winning actors of each scenario, an overview of the possible dominating caching 
architectures can be reached. In-network caching, whether Information-centric networking or 
web proxy caching, are strong candidates for the Comfort Buyer and Indifferent Saver 
scenarios. On the other hand, content delivery networks (CDNs) – either pure play CDNs or 
content provider built CDNs – and clouds are possible outcomes in the Quality Buyer and 
Demanding Saver scenarios. 

3.2.2 Factors influencing caching potential 

In this section we identify the factors that affect caching potential, i.e., what share of content 
and traffic it is feasible to serve from locations other than the origin server. We limit our 
analysis by focusing on in-network caching. With this limitation, client-side caching is excluded 
and the total traffic volume in the Internet is the aggregate traffic volume traversing the access 
links towards end users (outbound from origin servers, inbound to end users). In-network 
caching includes all the intermediate caches between clients and the origin server, for 
example, proxy caches and P2P caches owned by ISPs or CPs, surrogate servers owned by 
CDNs, peers in P2P architectures and future ICN caches. 

The potential of caching can be analysed either based on the number of objects or the volume 
of traffic. For our purposes, analysis on the traffic level is more interesting because most of the 
benefits come through reduced traffic volumes between the origin server and in-network 
caches. The content level analysis is relevant when caching is seen as a local phenomenon, 
where the main challenges relate to choosing the optimal cache size and eviction algorithms. 
From this perspective, the two main questions are: 1) which share of the objects is cacheable 
(i.e. the content owner and regulator allow it to be cached), and 2) which part of the cacheable 
objects is truly cached considering the economic and strategic limitations. 

The caching potential depends on the properties of Internet traffic. In the following sections, 
the typical motives and needs for caching are identified for the three most relevant 
stakeholders: end users, CPs and ISPs. Then the parameters related both to the traffic in the 
Internet and to the properties of caching architectures are identified. Figure 7 shows a 
summary of these factors. 

3.2.2.1 Incentives for caching 

Caching has clear benefits for the different stakeholders, but also negative impact. Thus 
caching is discussed from the perspective of different stakeholders. 

3.2.2.1.1 Content providers’ incentives 

Caching has a cost impact as it reduces load on origin servers and on the CPs’ access links to 
the Internet. The main motives, however, relate rather to revenues. Due to the reduced load, 
the CP can scale more easily and the reduced latency improves the service quality 
experienced by end users. The improved QoE can translate into revenues by attracting 
increased usage or more end users, and it also helps in coping with the fierce competition 
among CPs. 

Especially for the commercial CPs, the content is the source of revenues, so they want to 
control their content and its delivery in the Internet. Caching can have both negative and 
positive impact on this, depending on how the caching architectures enable CPs’ control. On  
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Figure 7. Factors affecting potential of in-network caching. 

 
the positive side, the CPs may have more control over the content delivery and the service 
quality, which is the case especially with CDN caching and CPs’ own caches. On the negative 
side, CPs may lose knowledge of the popularity of their content, the content may end up at 
unauthorized end users, or the caching party, for example ISPs, may not conform to the CPs’ 
instructions for validity time or other parameters. 

3.2.2.1.2 ISPs’ incentives 

ISPs have typically seen caching primarily as a cost-saving method because transport can be 
partly substituted by storage. Thus, ISPs can save transit costs. The improved QoE is a 
positive side effect that helps competing with other ISPs. However, ISPs are increasingly 
seeing caching also as a revenue possibility. Many ISPs are building their own CDNs, hoping 
to sell the CDN service to CPs while still saving transit costs. 

3.2.2.1.3 End-users’ and regulators’ incentives 

End-users are not interested from where their content requests are served as long as they get 
what they requested, QoE is good, and the cost is not too high. Thus, for the most part, end 
users interests are aligned with CPs’ interest. The conflict of interest may arise when the 
content is personal or otherwise sensitive, which limits the locations where they want it to be 
stored. As end users rarely can themselves enforce their wishes, the legislator may take this 
role and limit caching of certain content. 

3.2.2.2 Properties of content 

Caching potential is also determined by the different content or traffic properties, such as the 
rate at which content changes, the popularity of content and object size. The most important 
content properties are shown in Figure 7 and this section briefly discusses the most important 
ones. 

Content freshness and validity formulates an important constraint for caching. Content 
dynamics affect the feasibility of caching since constantly changing objects can be served 
from the cache only for a short period of time before an updated version has to be requested 
from the origin server. By the conventional definition, dynamic objects are generated at the 
time the user requests them, whereas a static object is an object which is delivered to the end 
user exactly as it was stored originally [28]. Here dynamism is defined in as a continuous 
variable, which changes based on the update rate of the content. If the object changes very 
often, especially compared to the rate of content requests, the efficiency of caching remains 
limited. In an extreme case, the rate of content changes is higher than the rate of requests, 
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which makes it unattractive to serve it from a cache. This condition can be presented by the 
following formula (Equation 1): 

  Rate of content change > Rate of content requests    (1) 

An example of a static content is a static HTML document on a website, which experiences no 
or slow change over time. A weather update, on the other hand, represents a type of dynamic 
information that changes slower than the speed of caching. 

The economic feasibility of caching of content is constrained by the number of subsequent 
requests after the initial request, i.e. popularity. This parameter influences the cacheability of 
information objects heavily because the main objective of caching is to serve subsequent 
requests of the same content, and hence it only makes sense to cache when actual 
subsequent requests exist. For example, a news article represents an information object that 
would be requested several times; hence, caching it would introduce efficiency in the delivery 
process. On the contrary, if the content is personal by nature, such as emails, the potential for 
storing it in in-network caches is limited as the number of subsequent requests remains 
typically low compared to the content that is of interest for a wider audience. 

Quality of service requirements differ between different content and traffic types. For 
example, live communications, such as VoIP or gaming, have strict requirements for latency 
and jitter due to their interactive nature. Also, end users’ quality expectations affect 
significantly their tolerance towards latency and jitter. For example, when paying for premium 
content, end users expect better service level, higher availability and have lower tolerance 
towards any kind of delays and jitters compared to free content. 

The level of control needed by content providers due to the need for usage analysis and 
preventing illegal copies from spreading out significantly affects the feasibility of caching in the 
first place (are they willing to lose part of the control to other stakeholders); it also affects the 
decision between different caching architectures. Two main types of content control can be 
exercised: 

 Access: control related to end user authorization and content consumption 
statistics. 

 Distribution: control related to the right to hold and distribute the content. 

Limiting the content access to paying customers and data on the characteristics of requesters 
and content consumption statistics is critical to most commercial content providers. Therefore, 
authorizing or at least recognizing customers is often required. Distribution control sets higher 
constraints on caching location, as only those in contractual agreement with the content 
provider can hold or distribute the content. 

In addition, the content’s value, its business model and sensitivity are important in determining 
the caching potential. For example, if the value of the content is high (i.e., it generates high 
revenues), the generated revenues cover more easily the costs of caching. The related 
business model impacts the level of control & quality needed. Lastly, if the content is 
somehow sensitive, the regulators may wish to limit caching of such content or the locations 
at which the content can be cached. 

3.2.2.3 Properties of demand 

Properties of demand affect mainly the economic feasibility of caching. Caching in its basic 
form is about local optimisation and the achievable efficiency in caching depends on the 
demand in each part of the network. For example, popularity distribution among objects 
affects the efficiency of caching, i.e., the size of the cache needed to serve some proportion of 
traffic from the cache. 

In addition, the locality of requests affects local popularity. Caching is more efficient if the 
same amount of requests is concentrated in a small geographic area and thus can be served 
by a single cache compared to a distributed cache. This affects mostly revenue-driven 
caching. 
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3.2.2.4 Properties of caching architectures 

Finally, the properties of caching architectures play an important part in the equation. The 
better caching satisfies stakeholders’ incentives, the better its potential. These properties 
include the cost level of caching compared to the cost of transport and revenue gains, the 
ability to satisfy the stakeholders’ needs for improved and/or controlled QoS, and the 
ability to satisfy the stakeholders’ needs for control. 

3.3 Technical and Industry Architecture 

Sections 3.3-3.5 form a coherent whole that continues the value network configuration 
analysis started in earlier socio-economic deliverables, D.A.1 [1] and D.A.7 [2]. D.A.1 
scratched the surface by identifying and briefly analysing a wide range of scenarios and use 
cases for NetInf. D.A.7 focused on the global, commercial content delivery scenario (NetInfTV) 
where the widest-scale deployment is expected. The key contribution was to identify twelve 
key roles that are needed to implement information-centric content delivery and to analyse 
eight possible value network configurations that either exist or could exist on the market. Both 
of these earlier deliverables avoided taking the perspective of a single stakeholder but tried to 
look at the opportunities and threats that NetInf brings to each stakeholder in the Internet 
content delivery ecosystem. 

This final deliverable continues on the same path as D.A.7 by looking into using NetInf in 
commercial content delivery from content providers to content consumers but focuses now on 
the ISP perspective. From the perspective of technical architecture, NetInf is seen as a 
standardized alternative to proprietary information-centric approaches, such as CDNs and 
P2Ps. Ubiquitous caching is the key feature that brings large share of the benefits. Naming of 
data is a key feature but its impact on the content delivery business is more difficult to 
understand and thus has a smaller role in our analysis. From the perspective of industry 
architecture (i.e., the way in which roles are distributed among interacting firms, see D.A.1 [1] 
for more detailed terminology definition), NetInf aims to bring more control to ISPs. However, 
from a purely technical perspective, also other stakeholders, for example CDN providers, 
could use NetInf as a part of their proprietary solutions. 

The overarching goal is to analyse the success chances of NetInf by identifying the business 
opportunities it brings to ISPs and presenting strategies that can be used to gain acceptance 
among other stakeholders, especially among content providers that ultimately choose their 
content delivery method. To achieve this, the following topics are covered here. The 
remainder of Section 3.3 briefly summarizes the technical and industry architecture of NetInf 
and basics of the role analysis conducted in D.A.7. Then, Section 0 analyses the tussles that 
could emerge if ISPs take a larger set of roles in the content delivery than they currently do. 
Finally, Section 3.5 suggests an evolutionary business model adoption strategy to ISPs, which 
allows ISPs first to experiment in a small scale with immediate benefits of cost saving 
business models, and later to extend stepwise towards larger scale and revenue gaining 
business models. 

3.3.1 Technical architecture 

The studied use case is illustrated in Figure 8. It considers two Access Network Providers 
(ANPs) that employ NetInf to offer content delivery services to their customers. The two ANPs 
are connected through transit links to an Inter-Connectivity Provider (ICP). Both ANPs 
employing NetInf have deployed their own networks of caches. Within the ANPs’ premises, 
local Name Resolution Systems (NRSs) are also provided, which are connected to a global 
NRS. The NRSs could be controlled by either the respective network infrastructure provider 
(ANP or interconnectivity provider) itself or by a third-party. Potential requestors (i.e., content 
consumers) of a named data object (NDO) exist in both ANPs; however, only a single 
publisher P1 (i.e., content provider) of that specific content exists initially, in ANP1.  
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Figure 8. Content delivery in NetInf architecture. 

 

 Intra-domain scenario. We assume that P1 in ANP1 publishes an NDO to its local NRS, 
and the local NRS advertises the publication to the global NRS. Then, S1 in ANP1 requests 
an NDO from the local NRS of its ANP. The local NRS identifies that the requested NDO is 
available within the ANP and forwards the request to P1. If more requests for the same 
NDO occur, the ANP may also decide to cache the content to another location in order to 
achieve load balancing and to provide higher QoS to its customers (=content consumers). 

 Inter-domain scenario. Let us now assume that S2 in ANP2 also requests the same NDO 
from its local NRS. Since the NDO is not published within ANP2, the local NRS forwards 
the request to global NRS. The global NRS, which is aware of P1, forwards the request to 
P1. ANP2 may cache the NDO in its caches in order to serve potential future requests. 

The technical architecture of NetInf is described in more detail in WP-B deliverables D.B.1 [17] 
and D.B.2 [18]. 

3.3.2 Industry architecture 

Industry architecture defines the ways in which roles are distributed among interacting firms 
[29]. As this is typically understood as an industry-level, quite stable setting, we use the term 
value network configuration (VNC) in this deliverable similarly to earlier deliverables to discuss 
about the different value networks (and business models) a technology enables. 

The key functionalities and roles in information-centric content delivery were identified in D.A.7 
[2] and are summarized in Table 2. Based on the selected ANP-centric use case, we focus on 
the role allocation (VNC) visualized in Figure 9. In this setup, the content access management 
(i.e. AAA) role can be taken by either the Content Provider (CP) or the ANP; the name 
resolution role is taken by either the ANP or a third-party provider; and the other four roles are 
assigned to the ANP. The chosen role allocation differs from the typical situation in the market 
today where other stakeholders than ANPs, such as CDN providers or CPs, control the name 
resolution, caches and content network. 
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Table 2. Key roles and functionalities in information-centric content delivery. 

Role Functionalities 

Name Resolution Controlling content directory and resolving content names to locations. 

Content access 
management 

Authentication, Authorization, and Accounting (AAA) related to content 
usage. 

Cache 
management 

Controlling (and owning) cache servers, including content selection and 
cache updating. 

Cache location 
ownership 

Controlling the locations where cache servers are to be installed. 

Content network 
management 

Routing, managing QoS, accounting of content delivery. 
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Figure 9. Value Network Configuration for ANP-centric NetInf architecture. 

3.4 Stakeholder Analysis 

The stakeholder analysis explores and analyses the tussles that may arise between different 
stakeholders due to the selected role division. The term ‘tussle’, introduced by Clark et al. [30], 
is defined as an ‘on-going contention among parties with conflicting interests’. The analysis 
presented in this section is a collaborative effort of SAIL and SESERV projects, which resulted 
in a paper published in FIA Book 2012 [31]. The aim of the work was to combine the value 
network configuration method used by SAIL with the tussle analysis method [32] developed by 
the SESERV project. The value network configuration part of this analysis is presented 
already in Section 3.3, so here we focus on summarizing the tussle analysis part. First, 
though, we introduce briefly the tussle analysis methodology. 

3.4.1 Tussle analysis method 

The tussle analysis method [32] consists of the following steps: 
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1. Identify all primary stakeholder roles and their characteristics for the functionality under 
investigation. 

2. Identify tussles among identified stakeholders. 

3. For each tussle: 

a. Translate knowledge into models by assessing the mid-term and long-term 
impact on each stakeholder; 

b. Identify potential ways for stakeholders to circumvent negative impacts and the 
resulting spill-overs. 

4. For each circumvention technique, apply steps 1-4 again. 

3.4.2 Tussles 

ICN brings new challenges in the Internet market since different stakeholders, including ANPs 
and CPs, may offer name resolution services. Control of name resolution is important because 
the stakeholders are often interested in optimizing different things. Additionally, the content 
access management is a role with many possible tussles related to access control and content 
usage statistics. Even though these are control plane issues not directly linked to technical 
realization of content delivery, they should be considered important also by engineers 
designing NetInf architecture so that NetInf would be accepted both by ANPs and CPs. These 
and other identified tussles are summarized in Table 2 per each key role. For more detailed 
description of each tussle, please read the FIA Book paper by Kostopoulos et al. [31]. 

Table 3. Potential tussles in information-centric networking 

Role Tussle Stakeholders Description 

Name 
resolution 

Spam requests 
tussle 

CP – End-user 
End-users receive content they have 
not requested. 

Net neutrality 
tussle 

CP – ANP 
The content of some CPs gets 
preferential treatment. 

Conflicting 
optimization 
criteria tussle  

ANP – CP;  
ANP – ICP 

The location from where the content is 
served may differ based on the 
optimization criteria, which may be 
different for different stakeholders. 

Content 
access 
management 

Access control 
tussle 

ANP – CP 
ANP may provide content to 
unauthorized users from its local 
caches without consulting CP. 

Content usage 
statistics tussle  

ANP – CP 
ANP may not provide accurate content 
usage information to CPs, whose 
business depends on that information. 

Privacy tussle CP – End-user  
CP may use end-users’ private 
information without permission. 

Cache 
management 

Content 
freshness 
tussle 

ANP – CP 
ANP may return stale content from its 
caches to save in transit costs. 

Cache 
location 
ownership  

Cache 
placement for 
revisiting 
interconnection 
agreements 
tussle  

ANP – ANP; 
ANP – ICP 

Current interconnection agreements 
may not be justified in the existence of 
NetInf caches. 
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Content 
network 
management  

Network 
information 
tussle 

ANP – ANP 

ANPs may not be willing to provide 
accurate information about their 
network topology and utilization, which 
reduces both QoE and efficiency of 
NetInf. 

3.5 Business Models 

In this section we suggest an evolutionary NetInf business model adoption strategy to ISPs. 
We focus on analysing how access ISPs (ANPs) can benefit from NetInf caches installed in 
their networks. The suggested strategy allows ANPs to extend step-by-step the scope and 
scale of NetInf cache usage from the cost-driven optimization of their own network to revenue-
driven CDN services. Extending the scope means that the ANPs use their NetInf caches for 
more content types and content of larger number of CPs, whereas extending the scale means 
larger content volume and extending the footprint of the services based on NetInf caches. 

The core idea is that an ANP can first implement NetInf caches on their own network 
independent of other ANPs and gain immediate benefit by saving transport costs and by 
providing better quality of experience (QoE) to their own access customers. Later, after the 
NetInf technology has been tested internally, the ANP can gradually extend the usage of 
NetInf caches to also cover commercial, revenue-creating CDN services requiring business 
agreements with CPs. As identified already in D.A.7 [2], these multi-stakeholder CDN 
business models have more challenges related to business agreements but also potential for 
larger gains. 

Figure 10 illustrates the suggested business model adoption strategy with six steps introduced 
in more detail in the following subsections: 

1) Internal network optimization: Using NetInf to optimize the content delivery of ANP-
provided services (e.g. an IPTV service) inside the ANP’s own network. 

2) Transparent caching: Building a transparent caching system for cacheable content 
originating from sources external to ANP. 

3) Telco CDN: Providing commercial CDN services to content providers, i.e., monetizing 
the transparent caching. 

4) Telco CDN with CDNi: Extending the footprint of the Telco CDN by interconnecting 
with other (Telco) CDNs. 

5) Virtual CDN: Outsourcing the customer relationships with CPs to a virtual CDN 
provider. 

6) Elastic NetInf deployment: Extending the footprint of the Telco CDN by deploying 
NetInf caches in virtual machines in the cloud operated by a Cloud Network (CloNe) 
Provider. 
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Figure 10. An evolutionary NetInf business model adoption strategy to ANPs. 

 

The suggested business models have been described partly in the D.A.7 deliverable. Thus, 
our analysis focuses on the evolutionary perspective and explains the opportunities and 
challenges in taking each step. However, we do not aim justifying the usage of NetInf 
compared to other technical alternatives, such as the technologies currently used by 
commercial CDN providers (Akamai, Limelight, etc.), which have been discussed in the earlier 
deliverables by WP-A and WP-B, as well as in the forthcoming WP-B deliverable D.B.3. 

We also identify the technical components that are needed in each phase and the extent to 
which SAIL specifies these. Please note that some of these technical components are not 
developed in SAIL due to the limited scope of the work. This applies especially to control 
plane technologies on inter-domain level because the technical work in NetInf has mostly 
focused on data plane issues with intra-domain scope. Therefore, we also refer to research 
conducted outside SAIL and suggest some topics for future research. 

3.5.1 Step 1: Internal network optimization 

A recommendable use case to begin NetInf adoption is using NetInf caches to optimize the 
delivery of operator-provided content services, such as a video rental service. In these 
services, an ANP operates the origin server and the whole content delivery process remains 
local, i.e., inside the ANP’s own network. This use case has already been described in Section 
3.2.2 of D.A.7 deliverable (ANP ICN). We do not repeat the description here but focus on 
justifying the benefits of starting the adoption of NetInf from this particular use case. The value 
network configuration of this use case is illustrated in Figure 11. 

Adopting new technology such as NetInf first at intra-domain provides significant benefits. 
Most importantly, the deployment does not require costly coordination with other stakeholders. 
For example, the ANP knows beforehand the content that is travelling the network and it can 
take care that the content is properly named and contains the necessary metadata to make 
the system work. Additionally, the ANP often controls the customer premises equipment 
(CPE), such as internet-capable set-top boxes, that are bundled with the broadband access or 
IPTV service subscription. Thus, they can also take care that these devices support the NetInf 
naming scheme.  

Furthermore, the benefits that the ANP receives, such as cost savings from more efficient 
network resource usage and better customer satisfaction due to improved QoE, realize 
immediately independent of other stakeholders’ adoption decision. Existence of these kinds of 
“standalone” benefits helps the ANP to mitigate the risks related to the later steps where the 
additional “network” benefits depend on other stakeholders’ adoption decisions. This is also in 
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line with the adoption strategy to “facilitate sub-network adoption” suggested by Ozment and 
Schecter [33]. 

As a novel technology the reliability and performance of NetInf may not reach its full potential 
immediate after it leaves the labs. The suggested small-scale deployment fully controlled by 
the ANP allows experimenting and tweaking the technology so that the reliability and 
performance can be improved to a desired level. Since this service is in practice a CDN for 
ANP-internal services that, the same technology can be used to provide commercial CDN 
services to external content providers (analysed further in step 3) when the NetInf technology 
has matured. A good thing from the perspective of SAIL is that the use case can be  
implemented with technologies provided by the project. 

Figure 11. Step 1: Internal network optimization. 

3.5.2 Step 2: Transparent caching 

The logical extension of step 1 is to use the same NetInf caches for transparent caching of 
content originating outside of the ANP’s network. The term “transparency” means here that 
there are no business agreements concerning content caching between the ANP and CPs. 
The business case is significantly more attractive here than in step 1, because a major share 
of consumed content comes from the content giants, such as Google or Facebook. Thus, in 
addition to the benefits of step 1, the ANP can substantially save transit costs when the off-net 
traffic decreases. This use case is illustrated in Figure 12 and described in more detail in 
D.A.7 (Pure ICN without business agreements). 

The lack of business agreements with CPs makes step 2 straightforward because additional 
stakeholders are not needed to deploy transparent caching. NetInf can be used internally by 
the ANP hidden from the network, and potentially also from the communication endpoints 
allowing legacy applications to work with it [34]. Thus, the ANP only needs to extend the 
capacity of its NetInf architecture from that used in step 1 to scale to the increasing traffic and 
content volumes. 

The lack of CP adoption is also the major drawback as the content naming does not conform 
to NetInf naming and the ANP needs to name the content again. The ANP also depends on 
incomplete information of content cacheability, which may limit the efficiency of transparent 
caching, or lead to problems with CPs if the ANP caches content without CPs’ permission. 
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This problem is not so prevalent with HTTP content as HTTP contains a mechanism for 
defining cacheability, which is used by traditional web caching mechanisms. However, the 
main benefit of using NetInf instead of traditional web caches is that NetInf is not limited to 
HTTP content but the same infrastructure can be used for all kinds of traffic, including for 
example P2P traffic for which separate caches are implemented nowadays. 

This use case can be implemented fully with technologies developed in the SAIL project. WP-
B is developing a prototype of this use case under the name “Localized CDN” to demonstrate 
the feasibility of the use case. The prototype uses a rendezvous-based ICN control plane that 
operates on a legacy (non-ICN) data plane. In other words, the prototype creates an ICN 
domain where (not necessarily on-path) local caches/storages are created in the operator/ISP 
networks and managed and operated through the ICN control plane. The prototype is 
described in more detail in deliverable D.A.9 [34]. 

Figure 12. Step 2: Transparent caching. 

3.5.3 Step 3: Telco CDN 

The transparent caching architecture can be extended to a commercial CDN service by 
negotiating content delivery agreements with CPs. This would give the ANP the same benefits 
as step 2 but the ANP could also collect revenue from CPs. Compared to mostly proprietary 
technologies used in current commercial CDNs representing a technical alternative to NetInf, 
standardized NetInf naming enables better caching efficiency and scale advantages. This use 
case is illustrated in Figure 13 and described in more detail in D.A.7 (Pure ICN with business 
agreements). 

Currently ANPs are deploying Telco CDNs separately from their transparent caching systems. 
In some cases there may be business reasons for doing that but typically this separation 
wastes resources due to unnecessary redundancies. NetInf as a standardized solution allows 
providing both services with one infrastructure. We note that the Telco CDN could serve either 
content requests originating from the ANP’s own network only or extend to content requests 
originating from other ANPs’ networks in the same geographic area. In the further discussion 
we limit to the former case as it can be built directly upon step 2. 
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A big advantage of the Telco CDN model is that it does not require the CPs to deploy NetInf. 
The transparent caching system can be used similarly as in step 2 – the only difference being 
that the content of the contracted CPs gets preferential treatment. To achieve this, the caching 
algorithms need to be updated to also reflect CP preferences, which may differ from those of 
the ANP as described in Section 3.4.2. A simple solution would be to first follow the 
preferences of the paying customer (i.e., the CPs), and then use remaining cache space for 
maximizing transit cost savings or other criteria important to the ANP. On the other hand, if 
already the CPs would follow NetInf naming system in their origin server, the performance of 
the NetInf system could be improved. 

Extending to the Telco CDN also requires some additional investment to components related 
to the CP-ANP interaction. Most importantly, an accounting system for charging CPs for 
content delivery services needs to be deployed. The need for these kinds of business-related 
control plane components has been expressed already in the earlier deliverables [1][2] but 
SAIL has scoped them out from its research topics. This is reasonable as existing accounting 
systems used by current CDN solutions can be utilized also with NetInf. 

The biggest challenge of the Telco CDN is its small footprint limited to the customers of a 
single ANP, which decreases its attractiveness compared to global commercial CDNs 
(Akamai, Limelight, etc.) with significantly larger footprint. Therefore, the Telco CDN model 
may not be feasible for small ANPs or their customer base limits to CPs that deliver content 
mostly to end-users accessing the Internet through this ANP. To overcome this problem, steps 
4 and 5 introduce business models for extending the footprint of the Telco CDN. These 
business models are more disruptive than those presented in steps 1-3, so entering to those 
requires more careful investigation. 

Figure 13. Step 3: Telco CDN. 

3.5.4 Step 4: Telco CDN with CDNi 

In the first three steps NetInf has been implemented only by a single ANP. To extend the 
footprint of NetInf beyond the footprint of single ANP, NetInf needs to go inter-domain. 
Interconnecting multiple Telco CDNs is one way to achieve this; it does not necessitate 
updates to applications and communication end-points. This would help a single ANP to 
interconnect their possibly separated CDNs (e.g., an ANP operating in multiple geographic 
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regions may have many separate CDNs) or allow interconnection of Telco CDNs provided by 
multiple ANPs. In this deliverable we focus on the latter case concerning multiple ANPs. As 
this use case has not been studied in the earlier deliverables, and inter-domain issues have 
not been defined extensively by the SAIL project, we refer mainly to the work of the CDNi WG 
[35] in the IETF. The VNC of the CDNi business model has been illustrated in Figure 14. 

The idea behind CDN interconnection is to find technical as well as contractual solutions for 
interconnecting disparate CDN systems. In case of CDNi being implemented, CPs could 
agree on content delivery with only one Telco CDN but achieve global distribution for their 
content as well as allow off-net delivery of content across multiple operators in a fashion 
similar to roaming services offered by mobile operators. Moreover, having such 
interconnection gives the ANPs the possibility to offload some of their traffic to other Telco 
CDNs during the peak hours and hence provide a better QoS as well as reduce capital costs. 
In general, extending the scale allows improved efficiency through economies of scale. 

Network equipment vendors such as Cisco have been driving the efforts for standardizing 
CDN interconnections. This can be a viable future solution for their customers, namely the 
ISPs, especially if no pure-play CDN will have been able to provide a de facto interconnection 
standard. The CDNi working group [35] and the Open ContEnt Aware Networks (OCEAN) 
project [36] are prominent examples of such standardization efforts. The CDNi WG is 
preparing multiple internet-drafts describing the problem [37], use cases [38] and 
requirements [39] for CDNi. The work focused on defining the control plane interfaces related 
to control, logging, request routing and CDNi metadata, whereas the data plane interfaces are 
out of scope of their work. Moreover, the CDNi WG does not study the commercial, business 
and legal aspects of CDN interconnection. Those questions are highly relevant and provide an 
interesting topic for future research. The only business model topic that the current Internet-
drafts discuss relates to the value network configuration, which is also reflected in Figure 14. 
The idea with CDNi is that the coverage the CP receives depends on the (Telco) CDN it 
makes an agreement with. This CDN is called as an authoritative CDN, and other CDNs that 
the authoritative CDN connects to are non-authoritative CDNs. So coverage may differ 
depending on which Telco CDN the CP chooses to contract with. Therefore, the CDN 
providers would still compete over CPs and the interconnection model would actually be a co-
operative model, such as the ANP business in general is. 

The CDN interconnection has some challenges. Firstly, standardization takes a lot of time and 
many ISPs are looking for quick solutions in order to deal with the rapid increase in video 
traffic on their networks. This has resulted in business pilots, such as the CDN federation 
effort lead by Cisco [40], where ISPs try out CDN interconnection. Secondly, CDN 
interconnection faces business challenges. No solutions exist yet to ensure a reliable 
cascading of payments and SLAs between the interconnecting CDNs, so conflicts may arise 
due to the different interests of different telecom operators. There are generally two ways of 
approaching the agreements between interconnecting CDNs, one is that each operator goes 
into bilateral agreements with the operators they want to interconnect with, the other way is to 
have an interconnection hub that can manage the interconnections and the settlement fees 
based on the volume of exchanged traffic [41]. This latter model is discussed in more detail in 
step 5. 

From the SAIL perspective, the CDNi work provides an interesting possibility for enabling 
interconnectivity not only among multiple NetInf domains but also between NetInf and non-
NetInf domains. Especially the possibility to interconnect NetInf-based Telco CDNs with CDNs 
using other technologies is very attractive from a migration perspective because this would 
remove barriers to adopt NetInf decreasing competition between CDN technologies. To 
interconnect with non-NetInf CDNs, SAIL should guarantee that NetInf could support the CDNi 
interfaces specified by the CDNi WG, when they have been defined. Additionally, as the CDNi 
WG is specifying only the control-plane interfaces, SAIL should consider data plane 
interoperability with non-NetInf CDNs, i.e., how the acquisition and distribution of actual 
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objects with non-NetInf CDNs takes place. Here the ideas used in the Localised CDN 
prototype are useful. 

Figure 14. Step 4: Telco CDN with CDNi. 

3.5.5 Step 5: Virtual CDN 

Virtual CDN represents another business model for extending the footprint of the Telco CDN. 
This business model can be built directly on step 3, even though it is possible to extend to 
Virtual CDN also from step 4. The core idea of the virtual CDN model is that the resources of 
separate Telco CDNs are combined and controlled by a single stakeholder, a virtual CDN 
provider, that acts also as a single contact point towards CPs. The VNC of this business 
model is presented in Figure 15 and the model is described in more detail in D.A.7 (Virtual 
CDN). 

The main advantage of the virtual CDN model for the ANP compared to the CDNi model is the 
decreased transaction costs, because the ANP needs to negotiate only with the virtual CDN 
provider instead of multiple ANPs. This is analogous to the case of IXP peering vs. private 
peering. Additionally, the virtual CDN model provides a clearer offering and a stronger brand 
in the eyes of CPs as the service is marketed under one name and sold by a single company. 
This benefits the participating ANPs, since the service looks more attractive to CPs and thus 
provides a stronger competitor to pure-play CDNs. Additionally; the specialization of the virtual 
CDN provider to the business agreements frees ANPs from the customer management costs. 

On the other hand, the lost control over customer relationships with CPs as well as the 
emergence of additional player (Virtual CDN provider) may decrease the ANP’s revenue. The 
attractiveness of the virtual CDN model to ANPs depends on the balance between the cost 
and revenue reductions compared to CDNi model. One solution for ANPs to keep the Virtual 
CDN Provider on leash is that ANPs establish the virtual CDN provider as a non-profit joint 
venture. In this solution, the ANPs would in practice form a forum where they can negotiate 
about the business issues related to the CDNi operation. 

The virtual CDN model represents just a value network and business model change to the 
CDNi model and does not require any new technical components. The development of this 
model is therefore out of SAIL’s scope. 

Access Network Provider 2

Access Network Provider 1

Content Provider 2

Interconnectivity Provider

Content Provider 1

End-user

Interconnectivity

provisioning

Access network

operation

Content network

management

Content consuming

Cache location

ownership

Cache management

Name resolution

Content provisioning and 

management

Content access 

management

Interconnectivity 

network
Access network

Content network 

resources

Device

Building space

Cache server

Name resolution 

service

Origin server AAA protocol



 

Document: FP7-ICT-2009-5-257448-SAIL/D2.8  

Date: 2012-10-31 Security: Public 

Status: Final Version: 1.0 

 

SAIL Public 28 
 

Access Network Provider 2

Access Network Provider 1

Content Provider 2

Virtual CDN Provider

Interconnectivity Provider

Content Provider 1

End-user

Interconnectivity

provisioning

Access network

operation

Content network

management

Content consuming

Cache location

ownership

Cache management

Name resolution

Content provisioning and 

management

Content access 

management

Interconnectivity 

network
Access network

Content network 

resources

Device

Building space

Cache server

Name resolution 

service

Origin server AAA protocol

 
Figure 15. Step 5: Virtual CDN. 

3.5.6 Step 6: Elastic NetInf Deployment 

Elastic NetInf deployment prototype introduced in more detail in D.A.9 [34] represents an 
additional architectural model for extending the scale of a NetInf deployment. In this case, 
NetInf is provided over cloud networking (CloNe) that is another technical concept introduced 
by SAIL (see Section 5). Elastic NetInf deployment does not affect the business model 
towards CPs, because it only changes the way the NetInf resources are provided. As a result, 
elastic NetInf deployment can be used together with any of the business models 1-3 (and 
even with business models 4 and 5). For example, if a mobile operator (ANP) wants to provide 
a good QoE (and save in transit costs) for the customers of its IPTV service (step 1) also 
when they are roaming in the network of another ANP, it could add NetInf caches operated by 
CloNe close to the network of that another ANP. However, we envision that the need for 
footprint extension may be most relevant for increasing the CPs’ interest towards CDN 
services. Thus, we demonstrate the impact of elastic NetInf deployment in extending the 
scope of the Telco CDN service (step 3). 

Elastic NetInf deployment business model differs from all the other models in the way the 
NetInf caches (and other resources) are provided. In steps 1-5, NetInf caches were deployed 
“in-house” by the ANPs whereas here the NetInf resources are outsourced to CloNe provider. 
In other words, the NetInf caches are not located inside the ANP’s own network but the ANP 
uses virtual resources of a CloNe provider to dynamically add and remove NetInf caches in 
different geographic locations based on the demand. In the VNC (Figure 16), CloNe provider 
controls only the caches but also name resolution system could be deployed in the cloud. 
Additionally, the overloaded role of content network management would in practise we divided 
between the CloNe provider and the ANP. As explained in D.A.9 [34], CloNe provider 
operates a management component through which the ANP (i.e., a NetInf provider) manages 
the NetInf caches. This management component reports the resource usage to the ANP for 
the purposes of content network management and billing between the CloNe provider and the 
ANP, and between the ANP and CPs. In the future work, the division of content network 
management role into multiple roles may be required. 

Elastic NetInf deployment has advantages over the other two footprint extension business 
models of the Telco CDN service. In general, the model scales more dynamically to the 
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changes in the demand patterns. Compared to the CDNi model (step 4), elastic NetInf 
deployment does not require collaboration (i.e. bilateral agreements) with other ANPs. 
Instead, the ANP becomes a customer of a CloNe provider operating data centres and 
providing virtual machines around the globe. The service provided by the CloNe provider 
resembles the existing cloud computing services, such as Amazon Elastic Computing Cloud 
(Amazon EC2). Compared to the Virtual CDN model (step 5), the ANP can keep the very 
valuable customer relationship with CPs because the CloNe provider is invisible to CPs. This 
enables larger autonomy and profit margin than the Virtual CDN model. 

The model has also drawbacks, as the ANP loses some of the control to the CloNe provider. 
Additionally, the ANP is not in any special position to provide a CDN service using virtualized 
resources but also other stakeholders can provide the service, including the CloNe provider 
itself that would effectively become a CDN provider. Actually, extending the virtual CDN model 
(step 5) to cover also the cache management role would result exactly the same VNC as the 
commercial pure-play CDN model (Pure-play CDN VNC in D.A.7 [2]) exemplified by Akamai, 
Limelight, etc. 

The feasibility of the elastic NetInf deployment for the ANP depends on the relation between 
the revenues from the CPs (for the CDN service) and the payments to the CloNe provider (for 
NetInf cache deployment and related traffic). Consequently, this business model may prove to 
be attractive only if the ANP already operates a profitable Telco CDN service including an 
extensive set of own caches and the CloNe resources are only used for extending to locations 
where providing own caches is impossible or economically unprofitable. 
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Figure 16. Step 6: Elastic NetInf deployment 

3.5.7 Conclusion 

NetInf is a technology that enables a variety of business models ranging from simple 
optimization of a network (intra-domain) to large-scale content delivery network operation 
(inter-domain). As NetInf is developed mostly by ISPs, we focused in this section into access 
network provider’s business models. Six introduced business models build on top of each 
other allowing ANPs to start from small scale and gradually extend the scope and the footprint 
of their services. Consequently, the evolutionary business model adoption strategy suggests 
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also a feasible migration path. The migration issues will be studied from a more technical 
perspective in an upcoming SAIL deliverable D.A.4. 

The presented business models are not unique for NetInf but they can be used with any 
(information-centric) content delivery technology, including the technologies used by 
commercial CDN providers (e.g., Akamai) and large content players (e.g., Google Global 
Cache, Voddler). Therefore, the selection to use NetInf as the technology will be based on the 
technological performance benefits introduced by content naming, such as larger reduction in 
redundant traffic due to more efficient caching than the existing technologies. The 
standardization of NetInf should also bring economic benefits due to support for larger number 
of traffic types, scale advantages and more open competition among content delivery service 
providers than the current proprietary CDN technologies that focus mostly on HTTP traffic. 

Still it is valuable to recognise the business models and the challenges of NetInf as a 
technology to support them, because in its current form it is uncertain if NetInf truly has all the 
technical components needed to support all the presented business models. Consequently, 
the control (or management) plane issues need to be taken seriously in the prototyping 
activities. The elastic NetInf deployment over CloNe is a significant effort to this direction. 
Besides this prototype, the management planes of CloNe (and also OConS) might actually be 
used even more extensively with NetInf. Finally, also the existing network management 
technologies can potentially be used with the NetInf data plane. 

3.6 Regulative analysis of interconnection charging in the NetInf context 

The potential Interconnection issues in the context of the SAIL concepts were studied in 
Deliverable D.A.7 [2]. That study resulted in the identification of several technical and 
administrative interfaces where Interconnection is needed. Key prerequisites for the 
deployment of the new technologies and for running the business is interoperability across the 
technical interfaces and fair Service Level Agreements (SLAs) across the involved parties. 

The regulatory backgrounds and targets for interconnection charging were presented in 
Section 2.4. The key statements from that section can be summarised as follows: 

 Interconnection-related issues are ranked in many countries as the most important 
problem in the development of a competitive marketplace for telecommunications 
services. 

 There are various reasons for specifying that interconnection charges should 
approximate costs. 

 There are a number of costs that are associated with setting up and maintaining an 
interconnection agreement. The set up costs include both capital costs of the requisite 
equipment as well as the transaction costs associated with negotiating the agreement. 
In addition, all interconnection services increase operational cost somewhat.  

3.6.1 Netinf and Interconnections 

With respect to the SAIL’s NetInf concept, our areas of interest are the potential changes in 
the Interconnection charging arrangements due to the deployment of NetInf and what models 
the Regulator should promote there. 

3.6.1.1 Key actors 

Large-scale content delivery is a huge business nowadays with multiple existing actors and 
business models. The NetInf concept can possibly be used in multiple existing information-
centric content delivery models. 

The key actors in Interconnections in the different delivery systems were listed in [1]: 

 End-user, who does not care which content delivery model is used, as long as the 
quality of end user experience is good and the cost level low. 
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 Content Provider (CP), who is interested in NetInf capabilities if they can get quality 
of service comparable to or better than other content delivery network models.  

 Access Network Provider (ANP), who may be interested in installing NetInf facilities 
because the in-network caching can enable savings in the transit costs. Purchasing the 
NetInf facilities, however, is a big investment that may turn out to unprofitable if the 
NetInf concept does not fly in the market.  

 Interconnectivity Provider (ICP), whose transit revenues may be decreased because 
of local caching, direct peering between content providers and ANPs as well as 
traditional CDNs. Thus ICPs may oppose the deployment of NetInf, even though they 
are also in an excellent position to move into the NetInf business. 

 NetInf Provider is a new actor taking the content management role. The NetInf 
provider resembles the virtual mobile network operator, because also there the actor’s 
main responsibility is to handle customer relationships, and the actual technical 
resources are owned by other actors. Thus, entering the market can be fast and does 
not require heavy upfront investments but the service quality can be controlled only 
indirectly through service level agreements. 

Caching is a fundamental property of the NetInf concept. An entity controlling and managing 
the cache servers has its word to say about content selection and lifetime in the cache. Due to 
cost considerations, content freshness may be questioned which may lead to a tussle 
between those who manage caches and those who provide content (the Cache owner may 
not want to update content often in order to save Interconnection costs). Additionally, the 
location of cache servers is crucial for both performance and cost reasons, and their proximity 
to content consumers is often desirable. 

Several possible value network configurations (VNCs) for information-centric content delivery 
were identified [1]. The ANP-driven VNC and the Virtual Content Delivery Network VNC give 
good views also on the interconnections and have been studied in the following from the 
perspectives of Interconnection charging. 

3.6.1.2 Interconnections in ANP-driven Value Network Configuration (ANP-driven VNC) 

In this VNC the Access Network Provider with the NetInf capability (ANPNetInf) plays a major 
role as it controls the content network apart from the content access management role, which 
is controlled by the Content Provider (CP) [2]. In this VNC the CP has to sign the contract, 
potentially with several providers of NetInf capability. 

The ANPNetInf itself also benefits from this VNC as less inter-domain traffic is generated. In 
addition, as the ANP takes both the cache location ownership and cache management roles, 
no conflict of interest between these roles can arise. 

For this concept the data flows and interconnection costs have been illustrated in Figure 17. In 
the illustrated network topology the interconnections are not necessarily new, but the 
deployment of the NetInf concept has an impact on the needed interconnection capacity and 
on the end-user perceived QoS. 

The impacts on the interconnection costs (low/medium/high) for different players from setting 
up and operating the NetInf-based content delivery networks and the potential savings in the 
interconnection fees are presented in Table 4. 
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Figure 17. Data flows in the ANP-driven VNC. 

 
Table 4. Interconnection costs and benefits in ANP-driven VNC. 

Costs Content 

Provider 

Cost CCP 

Access 
Network / 

NetInf 
Provider 

Cost 
CANPNetInf 

Access 
Network 
Provider 

Cost CANP 

Interconnec-
tivity 

Provider 

Cost CICP 

Set Up Capital Costs low high
1
 n/a n/a 

Transaction 
Costs  

medium
2
 medium low low 

Operational Operating Costs low medium low low 

Savings in interconnection fees high
3
 high

4
 n/a n/a

5
 

n/a = no costs nor savings 

The following remarks on the costs can be made: 

 The level of investment in NetInf by the Access Network Provider is high. However, 
that investment has no direct impact on the actual cost of setting up an interconnection 
link. 

 The investment in NetInf by the Access Network Provider will dramatically reduce the 
needed interconnection capacity between the Content Provider and the network. 

 The investment in NetInf by the Access Network Provider will dramatically reduce the 
interconnection fees paid by them. 

 Less interconnection capacity is needed from the Interconnectivity Provider due to the 
content caching by the Access Network Provider. 

                                                
1
 The investment level has been assessed in the deliverable D.A.1. It is not directly related to interconnections, 

however. 
2
 CP needs to negotiate the contract possibly with several ANPs. Per ANP the costs are on the medium level, 

however. 
3
 Less interconnection capacity is needed from CP to network compared to the situation where NetInf has not been 

deployed. 
4
 Less interconnection capacity is needed towards ICP and CP. 

5
 ICP will lose a lot of its business because less interconnection capacity is needed, however. 
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Flow of Interconnection fees 

The flow of Interconnection fees, between 1) the Content Provider (CP) and Access 
Network/NetInf Provider (ANPNetInf), 2) ANPNetInf and ANP, and 3) Interconnectivity 
Provider (ICP) and ANPNetInf is discussed in the following. Here we are interested especially 
in the changes to the interconnection fees due to the deployment of NetInf. 

1) With respect to the flow of interconnection fees between CP and ANPNetInf the 
following options are available to cover the costs of interconnection: 

 No interconnection fees. In this option each party recovers all its interconnection costs 
from its own customers. 

 ANPNetInf imposes a fee on the interconnected CP, where the payment helps to cover 
some of the set up and operating costs. Even though those costs are not directly 
related to the interconnection between these two players, the payment could be 
justified by the higher QoS that ANPNetInf can now provide to the end-users of 
content. On the other hand, both players have savings due to the reduced need for 
interconnection capacity. Presumably, CP will pass the difference of the 
interconnection cost to the content producers, who pay more to CP and thus indirectly 
cover the cost of transporting their content across ANPNetInf. In the end, the end-
users see the net value of these payments as higher content fees. 

 Payment from ANPNetInf to CP. This makes sense only in the case where ANPNetInf 
is a small, rural ISP. If there is no direct connection between ANPNetInf and CP, all of 
the content from the producers will come into ANPNetInf over a potentially expensive 
transit link. Having CP make a direct connection to ANPNetInf may greatly reduce 
ANPNetInf’s costs, but if ANPNetInf is small, it may not be cost-effective for CP to 
connect to ANPNetInf. The connection might actually increase CP’s cost, not reduce it. 
In this case, it might make sense for ANPNetInf to pay. ANPNetInf could then cover 
the cost from its own customers, which could be very hard to sell in a competitive 
market. 

2) With respect to the flow of interconnection fees between ANPNetInf and ANP, the 
following options are available to cover the costs of interconnection: 

 No change to interconnection fees. This is normally a revenue-neutral peering 
arrangement where each network covers all its interconnection costs from its own 
customers. 

 Payment from ANP to ANPNetInf. Setting up and operating the NetInf system by 
ANPNetInf does not have any impact on the needed interconnection capacity between 
these two players. But ANPNetInf can now provide better QoS (faster content 
delivery), which may justify the payment to cover some of its costs due to setting up 
and operating the NetInf systems. ANP may also have an option to connect via 
Interconnectivity Provider (ICP), but in that case both players should pay more transit 
fees. 

 Payment from ANPNetInf to ANP. This makes little sense. The price of transit for both 
ISPs should be used as a reference price. However, the deployment of NetInf does not 
mean any change to the interconnection needs. 

3) With respect to the flow of interconnection fees between ANPNetInf and ICP, the 
following options are available to cover the costs of interconnection: 

 No change to the interconnection fees due to the deployment of NetInf. ANPNetInf has 
to cover the costs from deploying NetInf from its own customers. 

 Due to the deployment of the NetInf concept less interconnection capacity is needed 
and that causes damage to the business of INP. Because of the reduced need for the 
interconnection capacity ICP may need to increase the interconnection fee per 
capacity unit in order to cover their operating costs. This would be applied for all 
interconnections provided by INP. 
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3.6.1.3 Interconnections and their costs in Virtual CDN Value Network Configuration 
(Virtual CDN VNC)  

One potential use case for NetInf is a distributed CDN [2]. Here, a Virtual NetInf Provider 
(VNetInfP) controls customer relations with Content Providers (CP). The cache servers are 
managed by the multiple Access Network Providers with cache servers (ANPCache) instead 
of a VNetInfP, and, thus, the VNetInfP has a business relationship with each ANPCache. In 
this VNC, the content network management (cache selection) and name resolution (cache vs. 
server selection) roles are controlled by the VNetInfP, who as a consequence has the 
strategic position to offer content delivery services to CPs with guaranteed QoS.  

The VNetInfP solves the ANP-driven VNC’s inconvenience of CPs having to sign, potentially, 
contracts with several ANPs. Instead, only one contract with the VNetInfP is enough. Thus, 
the revenue logic lies in the VNetInfP charging CPs for the guaranteed QoS [2]. 

In the pure CDN case, the ANP owns the cache location and the CDN owns the cache 
servers. However, as the cache location owner controls who can place cache servers in its 
premises, the ANP may not wish to enter into agreements with the CDN if the ANP considers 
the CDN as a competitor for its own content. Thus, the virtual CDN configuration has an 
advantage compared to the Pure-play CDN VNC because ANPCache owns both the cache 
management and cache location ownership roles. 

For this concept the data flows and interconnection costs have been illustrated in Figure 18. In 
the illustrated network topology all interconnections are not necessarily new, but the 
deployment of the NetInf concept has an impact on the needed interconnection capacity and 
on the end-user perceived QoS. 

 

 

Figure 18. Data flows in the Virtual CDN VNC. 

The impacts on the interconnection cost levels (low/medium/high) for different players from 
setting up and operating the NetInf-based content delivery networks and savings in the 
interconnection fees are presented in Table 5 below.  

The table is helpful in understanding the level of costs in setting up and operating the NetInf, 
in the context of the Virtual CDN VNC, and the level of savings in interconnections because of 
those investments.  

 
Table 5. Interconnection costs and benefits in Virtual CDN VNC. 
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Costs Content 
Provider 

Virtual 
NetInf 
Provider 

CVNetInf 

Access 
Network 
Provider & 
Cache Mgmt 

CANPCache 

Access 
Network 
Provider 

CANP 

Interconnectivity 
Provider 

CICP 

Set Up Capital 
Costs 

low medium
6
 medium

7
 n/a n/a 

Transaction 
Costs  

medium
8
 high

9
 medium n/a n/a 

Operational Operating 
Costs 

low high
10

 medium n/a n/a 

Savings in inter-
connection fees 

high
11

 n/a
12

 high
13

 n/a n/a
14

 

n/a = no additional costs nor savings 

The following remarks on the costs can be made: 

 The level of investment in NetInf by the Access Network Provider is on the medium 
level, because of no investment in the content management system. That investment 
has no direct impact on the actual cost of setting up an interconnection link, however. 

 The Virtual NetInf Provider has medium level set up and high operating costs for 
running the content network management and name resolution service, especially 
because of the multiple Access Network Providers it has to negotiate with. Only a part 
of those costs can be considered as interconnection costs, however. 

 The investments in NetInf by the Virtual NetInf Provider and Access Network Provider 
will dramatically reduce needed interconnection capacity between the Content Provider 
and the network, which leads to lower interconnection fees. 

 The interconnection capacity needed by the Access Network Provider is not affected 
by the investments made by other parties. 

 Less interconnection capacity is needed from the Interconnectivity Provider due to 
content caching. Downsizing capacity investment does not directly reduce the 
operational costs; the operational costs per interconnection link may increase. 

 The investment in NetInf will dramatically reduce the interconnection fees paid by the 
Access Network Provider who is running the cache servers. 

Flow of Interconnection fees 

The flow of interconnection fees, between 1) the Content Provider (CP) and Virtual NetInf 
Provider (VNetInfP), 2) VNetInfP and ANPNetInf, 3) ANPNetInf and Interconnectivity Provider 
(ICP), and 4) ANPNetInf and Access Network Provider (ANP) have been discussed in the 
following. Here we are interested especially in the changes to the interconnection fees due to 
the deployment of the NetInf concept. 

                                                
6
 The total costs of setting up NetInf are divided between VNetInfP and ANPCache.  

7
 See Footnote 5 above. No investment in content management. 

8
 CP has to negotiate the contract only with VNetInfP, not with several ANPs.  

9
 VNetInfP has to negotiate the contracts with CPs and ANPs, which are responsible for the cache location and 

management. The transaction costs are on the medium level per ANP, however. 
10

 VNetInfP is reponsible for the QoS of the service delivery. That has to be monitored together with ANPCaches. 
11

 Less interconnection capacity is needed from CP to network 
12

 VNetInfP is a new player who needs interconnection capacity for content network management and name 
resolution. VNetInfP does not need interconnection capacity for delivering content. 

13
 Less interconnection capacity is needed from INP 

14
 Less interconnection capacity is needed from the INP and for that reason it will lose a lot of its fees from 

interconnection 
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1) With respect to the interconnection between CP and VNetInfP, this is a new 
interconnection, but only a small amount of interconnection capacity is needed because 
the actual content will be mainly downloaded from the cache servers. The costs of 
interconnection are about equal for both players. Because VNetInfP is the service provider 
for CP, it is important that the interconnection fee is clearly separated from the rest of the 
service fee. If VNetInfP would have significant market power, they could try to get a high 
interconnection fee for accessing the service, but also in this case the limit to the 
interconnection part of the fee would be set by the fee required by the Interconnection 
Network Provider. With respect to the flow of interconnection fees between CP and 
VNetInfP, the following options are available: 

 No interconnection fees. In this option each party covers all its internal costs from its 
own customers. For VNetInfP, the other (than CP) customers are the ANPCaches. 

 VNetInfP imposes a fee to CP for the delivery of their content with the required level of 
QoS. The payment helps to cover some of the set up and operating costs of the NetInf 
concept, but those costs are not directly related to the interconnection between these 
two players. It is important that the interconnection fee and the service fee have been 
separated, and the reference fee to the interconnection fee can be received from the 
interconnection via ICP if such is available. If there are several competing VNetInfPs, 
they may want to keep the interconnection fee as well as other service fees as 
competitive as possible, and that should be supported by the Regulator. The End-user 
perceived QoS, provided together with ANPCaces, could be a means to differentiate 
between the competing VNetInfPs.  

 Payment from VNetInfP to CP. If CP has very interesting content to deliver, VNetInf 
may want to pay a part of the interconnection fee in order to extend its own service 
portfolio. However, it may be difficult to separate the interconnection fee from the rest 
of the service fee.  

The discrimination of the CPs by the VNetInfP may be an issue and should be prevented by 
the Regulator. 

2) With respect to interconnection between VNetInfP and ANPCache, this is also a new 
Interconnection, but only a low interconnection capacity is needed because the actual 
content will be mainly downloaded from the cache servers. The costs of interconnection 
are about equal for both players and are not high because of the low capacity needs. The 
separation of the Interconnection fee from the service fees is important. With respect to 
the flow of interconnection fees between VNetInfP and ANPCache, the following options 
are available: 

 No interconnection fees. In this option each party recovers all interconnection costs 
from its own customers.  

 Payment from VNetInfP to ANPCache. VNetInfP is a new player and the successful 
entry to the market requires the agreements and interconnections with ANPCaches. 
Without interconnections a VNetInfP could not provide the content delivery service to 
the CPs. The fee could be justified if the costs of setting up and operating the cache 
servers are high compared to the costs of setting up and operating the content network 
management and name resolution functions; or, there should be separate SLAs 
between the parties. Since there may be several competing VNetInfPs using the 
capacity of cache servers it is important to understand how much of their capacity is 
used by each VNetInfP and clearly separate the pricing of that capacity from the 
interconnection pricing. The price of transit via an ICP sets a kind of reference price for 
the direct peering between the parties. 

 Payment from ANPCache to VNetInfP. This could make sense, if ANPCache is a 
small, rural ISP, who wants to provide a high quality service offering to its customers 
and if the investment to the cache server(s) is at a reasonable level. Also, it may be too 
costly for a VNetInfP to interconnect directly with a rural ISP. The Regulator should 
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support the low interconnection fee for ensuring the equal access to services for all 
End-users. 

If VNetInfP can provide a unique service (some exclusive deal with an interesting CP), there 
would be pressure also for the big ANPs to pay VNetInfP for the higher service fees. 

With respect to interconnections between 3) ANPNetInf and Interconnectivity Provider 
(ICP), and 4) ANPNetInf and Access Network Provider (ANP), there is no change to the 
respective interconnections in the ANP-driven VNC. 

Because of the investment in the cache servers an ANPCache cannot justify the raise to the 
interconnection fees with other ANPs. That investment has not an impact on the 
interconnection costs between those parties. 

3.6.2 Regulatory analysis of charging options in NetInf Interconnections 

The regulatory approaches for Interconnection charging presented in section 2.4 have been 
applied for the NetInf Interconnections in the following sections. The criteria for assessing 
the importance of Interconnections were presented in [2], section 6.4. They included: 1) 
Investments, 2) Competition, 3) Market entry, 4) Innovation, 5) Efficiency, 6) Security, 7) 
Universal Access, 8) Justice w.r.t. scarce resources and 9) National competitiveness. Of these 
criteria, the items 1) – 5) are most relevant when analysing the interconnection charging 
schemes in the NetInf context.  

3.6.2.1 Regulatory analysis of charging options in ANP-driven Value Network 
Configuration  

The regulatory approaches presented in section 2.4.2 have been applied to the ANP-driven 
VNC in Table 6. 

Table 6 Regulatory approaches in the ANP-driven VNC. 

Criteria RoR Price ceiling Cost orientation 

Prevents exercise of 
market power 

Yes. It restricts the amount of 
profit (return) that a regulated 
party can earn.  

 

Yes. It restricts the amount 
of profit that a regulated 
party can earn. 

Yes. The price of a 
service, or of the improved 
quality of interconnection 
service will consist of its 
cost + reasonable rate of 
return. 

The investment in NetInf 
would benefit both 
operator’s own customers 
and the customers behind 
the interconnection link 

Promotes 
competition 

No. This does not permit 
pricing flexibility for a party to 
set prices to reflect forward-
looking costs in response to 
competition. 

However, if a party does not 
care of the level of costs, it will 
be eaten by the competition. 

Yes. The party has 
sufficient pricing flexibility 
to respond to competitive 
pressures by setting prices 
that reflect underlying 
costs and demand 
conditions. 

 

Yes. The party has to set 
prices that reflect 
underlying costs. No cross-
subsidization is allowed. 

Ensures productive 
efficiency 

No. The party will not reap the 
benefit from reducing costs. 

However, the overall efficiency 
of providing services will 
increase by deploying the 
NetInf facilities. Less 
interconnection capacity is 
needed. 

 

Yes. The parties are 
rewarded with higher 
earnings when they reduce 
costs (and penalized when 
costs increase). 

Yes. In the case of 
forward-looking cost 
accounting. 

No. In the case of 
backward-looking cost 
accounting. 
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Ensures allocative 
efficiency 

No. The prices for individual 
services need not equal the 
cost of the service. 

There is no incentive for an 
Access Network Provider to 
invest in and run the 
interconnection service, and 
NetInf in an efficient way.  

Yes. The parties have 
flexibility to set prices for 
individual services. 

If NetInf is seen to reduce 
the cost of interconnection 
and improve the quality of 
service, it will be invested 
on. 

Yes. Prices for individual 
services equal the costs of 
a service. 

There is an incentive for an 
operator to invest in and 
run the interconnection 
service, and NetInf in an 
efficient way.  

Ensures dynamic 
efficiency 

No. No big incentive to invest 
in new technologies or 
services which would improve 
the efficiency of a certain 
service. 

E.g. investment in NetInf 
would improve the quality of 
interconnection service 

Yes. The parties have 
incentives to improve 
efficiency. 

The NetInf will reduce the 
interconnection fees paid 
by the operator. 

Yes. The operator has 
incentives to invest 
efficiently, service by 
service. 

Minimizes regulatory 
costs 

No. The rate determination 
proceedings would be lengthy, 
because the value of the 
NetInf facilities for the 
interconnection service would 
be difficult to define 

 

Yes. The price ceiling 
setting procedures are not 
frequent. 

No. The control 
proceedings are resource 
intensive. 

The control of profits 
service by service implies 
that the setting up and 
operating costs can be 
monitored service by 
service. 

Productive efficiency requires that goods and services should be produced at the lowest possible cost.  

Allocative efficiency requires that the prices one observes in a market are based upon and equal to the 

underlying costs that a society incurs to produce those services (generally the long-run incremental cost of 
producing the service).  

Dynamic efficiency requires that firms should have the proper incentives to invest in new technologies and deploy 

new services.  

The table above summarizes how the different regulatory targets would materialize with the 
different regulatory approaches to interconnection charging. The following remarks can be 
made: 

 Rate of Return approach would have positive impact by preventing a party, especially 
the Access Network Provider with the NetInf facilities, to exercise its potential market 
power, but this approach would not contribute to the other regulatory targets. I.e., this 
approach would not promote competition because of inflexibility to base pricing on the 
forward-looking costs; productive efficiency would not be ensured because of no 
benefits from reducing costs; allocative efficiency would not be ensured because the 
service would not need to equal the costs; dynamic efficiency would not be ensured 
because of no incentive to invest in new technologies; and regulatory costs would be 
high. 

 Price ceiling approach would have positive impacts on all regulatory targets. The 
interconnection fees would be based on the interconnection costs and the operator 
would seek opportunities to reduce the costs. The investment in the NetInf facilities 
would reduce the costs of interconnection and would improve the quality of service 
perceived by the End-users. Less interconnection fees would be paid. 

 Cost orientation approach would mainly have positive impacts on all regulatory 
targets. The competition and efficiency would be supported because the 
interconnection fees should be based on the underlying interconnection costs plus a 
reasonable rate of return. The productive efficiency would be supported but only if the 
forward-looking cost accounting would be applied. The regulatory costs would not be 
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minimized, however, because the control of profits implies the monitoring of costs 
service by service. 

3.6.2.2 Regulatory analysis of charging options in Virtual CDN Value Network 
Configuration  

The regulatory approaches presented in section 2.4.2 have been applied to the ANP-driven 
VNC in Table 7 below. The focus of this analysis is on the Virtual NetInf Provider and Access 
Network Provider managing cache servers. They together are called here ‘concerned parties’. 

Table 7 Regulatory approaches in the Virtual CDN VNC. 

Criteria RoR Price ceiling Cost orientation 

Prevents exercise of 
market power 

Yes. It restricts the amount of 
profits that the concerned 
parties can earn. 

 

 

Yes. It restricts the amount 
of profit that the concerned 
parties can earn. 

Yes. The price of a service, 
or of the improved quality 
of interconnection service, 
will consist of its cost + 
reasonable rate of return. 

Promotes 
competition 

No. This does not permit 
pricing flexibility for a party to 
set prices to reflect forward-
looking costs in response to 
competition. 

 

Yes. The concerned 
parties have sufficient 
pricing flexibility to respond 
to competitive pressures 
by setting prices that 
reflect underlying costs 
and demand conditions. 
 
Virtual NetInf Providers 
and Access Network 
Providers with cache 
servers are competing with 
the respective players in 
their segments. 
 

Yes. The party has to set 
prices that reflect 
underlying costs. No cross-
subsidization is allowed. 
 
A challenge here is, 
however, how much of the 
costs of the NetInf facilities 
can be allocated to the 
interconnection costs. 

Ensures productive 
efficiency 

No. A party will not reap the 
benefit from reducing costs. 
 
However, the overall efficiency 
of providing services will 
increase by the deployment of 
the NetInf facilities and by the 
establishment of the Virtual 
NetInf Provider. 
 

Yes. The parties are 
rewarded with higher 
earnings when they reduce 
costs (and penalized when 
costs increase). 

Yes. In the case of 
forward-looking cost 
accounting. 
 
No. In the case of 
backward-looking cost 
accounting. 

Ensures allocative 
efficiency 

No. The prices for individual 
services need not equal the 
cost of the service. 
 
There is no incentive for the 
concerned parties to invest in 
and run the interconnection 
service, and NetInf in an 
efficient way.  
 
However, the competition from 
other players will push the 
parties to keep the NetInf 
facilities and interconnection 
costs down. 
 

Yes. The parties have 
flexibility to set prices for 
individual services. 
 
If NetInf is seen to reduce 
the cost of interconnection 
and improve the quality of 
service, it will be invested 
on. 

Yes. The prices for the 
individual services equal 
the costs of a service. 
 
There is an incentive for a 
party to invest in and run 
the interconnection 
service, and NetInf in an 
efficient way.  
 

 

Ensures dynamic 
efficiency 

No. No big incentive to invest 
in new technologies or 
services which would improve 
the efficiency of a certain 
service. 
 

Yes. The parties have 
incentives to improve 
efficiency and invest in 
new technologies. 
 
The NetInf facilities will 

Yes. The parties have 
incentives to invest 
efficiently, service by 
service (including 
interconnection). 
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However, the investment in 
the NetInf facilities would 
improve the quality of the 
service delivery. 
  

reduce the interconnection 
fees paid by the Access 
Network Provider. The 
interconnection fees paid 
by the Virtual NetInf 
Provider may be quite low. 

Minimizes regulatory 
costs 

No. The rate determination 
proceedings would be lengthy, 
because the value of NetInf 
for interconnection would be 
difficult to define 

 

Yes. The price ceiling 
setting procedures are not 
frequent. 

No. The control 
proceedings are resource 
intensive. 
 
The control of profits 
service by service implies 
that the setting up and 
operating costs can be 
monitored service by 
service. 
 

 

Productive efficiency requires that goods and services should be produced at the lowest possible cost.  

Allocative efficiency requires that the prices one observes in a market are based upon and equal to the 

underlying costs that a society incurs to produce those services (generally the long run incremental cost of 
producing the service).  

Dynamic efficiency requires that firms should have the proper incentives to invest in new technologies and deploy 

new services.  

Table 7 above summarizes how the different regulatory targets would materialize with the 
different regulatory approaches to interconnection charging. The remarks are mainly the same 
as in the case of the ANP-driven VNC: 

 Rate of Return approach would have positive impact by preventing a party, especially 
the Virtual NetInf Provider and the Access Network Provider with the cache server, to 
exercise its potential market power, but this approach would not contribute to the other 
regulatory targets. However, the overall efficiency of providing services would be 
increased by the deployment of the NetInf facilities and by the entries of the new 
Virtual NetInf Providers. Also, the competition from other players in the same market 
segment will push the parties to keep the interconnection costs down. 

 Price ceiling approach would have positive impacts on all regulatory targets.  

 Cost orientation approach would mainly have positive impacts on all regulatory 
targets. The regulatory costs would not be minimized, however, because the control of 
profits implies the monitoring of costs service by service. 

3.6.3 Available Regulations on Internet Content Delivery 

This section discusses the current legislatives on Internet content in Finland. The focus areas 
include privacy, copyright, content control and consumer protection related regulations. In 
addition, for each focus area, the available court case examples will be examined briefly. 

3.6.3.1 Privacy 

User privacy and data protection are important issues in the Internet, where users’ privacy is 
violated frequently both intentionally and unintentionally. For example, a research done by 
Mayer [42] indicates that when visiting certain website, your private information such as age, 
gender and e-mail address, is sent to several other sites. These sites include several large 
news agencies’, e.g. CNBC, Reuters and Wall Street Journal, as well as social networks. In 
the following, a brief explanation on the privacy related EU legislations is given. 

User privacy can be divided into two sub-categories: the publisher’s privacy and the content 
consumer’s privacy. On the publisher side, privacy means the ability to publish anonymously. 
Whereas content consumer’s privacy deals with what is commonly perceived as user privacy, 
e.g. protecting user’s private data, such as usernames, e-mail addresses, phone numbers, 
etc, and usage statistics. 
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On the EU level, no clear legislation that grants anonymous publishing to content providers 
exists. From the Finnish legislation, a requirement for the content provider’s identity is found 
[43] where the content provider’s name, contact information, trade register and VAT 
identification should be always available to the content consumers and authorities. However, 
whether this applies to mini-content providers, such as home video publishers, is not clear. 

DIRECTIVE 2002/58/EC [44] requires the content providers to process users’ personal data 
with confidentiality and protect the security of its services and states that private 
communications and information should not be stored without the consent of the users. In 
addition, this legislation mandates that the traffic and location data should be erased when 
they are no longer needed for billing or communication purposes. The Finnish implementation 
of the legislation can be obtained from Ministry of Justice [45]. 

3.6.3.2 Copyright 

As the popularity of accessing electronic versions of content increases, also the amount of 
copyright infringements has increased. With the emergence of peer-to-peer networks, piracy 
of music, video, applications and other content have been on the rise. The trend has, 
however, shifted towards video traffic between consumers and servers in the recent year [18] 
due to better quality of service. This to some extent has reduced copyright issues of video 
traffic, but even the legal service providers, such as TVKaista in Finland [46][47], have had 
legal disputes regarding copyrights. 

Several legislations on the protection of intellectual rights and copyright exist on the EU level, 
such as the DIRECTIVE 2001/29/EC [48] and COM(2009) 532 [49]. In the latter, different 
stakeholders’ perspectives are examined and the issues related to orphan works are raised. In 
addition, the increased amount of user-generated content has been identified as a regulative 
challenge and investigations on how to protect their rights are planned. 

3.6.3.3 Content Control 

Content control in this work includes the division of liabilities and the control over the actual 
content in terms of distribution and processing. No specific regulation exists on who controls 
the content once it leaves the origin server as it depends on the agreements between the 
content provider and the possible CDN or service provider. On the other hand, the Act on the 
Provision of Information Society Services – Electronic commerce [50] states that the service 
provider is not liable for illegal content if the service provider simply provides a technical 
solution and is not involved in producing the illegal content. 

3.6.3.4 Consumer protection 

Consumer protection includes ensuring content access and filtering of illegal or harmful 
content or marketing. In addition, consumer’s privacy is part of consumer protection. 
Regulation on consumer protection of Internet content is almost non-existent. However, 
consumer protection on physical goods and services as well as audiovisual and media 
services to some extent can be applied to Internet content. 

3.6.3.5 Impact on NetInf 

The findings suggest that content related legislation is inadequate. This can be positive for 
NetInf’s deployment, as no regulation will limit or guide the development. On the other hand, 
some of NetInf’s limitations such as CP’s control could be solved by regulatory means. 

3.7 Conclusions 

Section 3 discussed several issues related to NetInf deployment from both economic and 
regulatory perspectives. The key findings are summarised in this section. Section 3 started 
with an overview of the existing ecosystem by identifying the key trends and uncertainties of 
the Internet content delivery market as well as the current caching technologies. Based on the 
understanding of the current situation, six steps for NetInf deployment are proposed.  
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The identified uncertainties helped in forming four future scenarios, which represent the end 
user’s preferences and choices in the Internet content delivery market with regard to content 
bundling and payments. The four scenarios thus formed are named according to the end user’ 
preferences: Comfort Buyer, Indifferent Saver, Quality Buyer and Demanding Saver. Each 
scenario identifies the corresponding winning business role and the related winning actors that 
get control over the Internet content delivery market and can decide which caching 
architecture to use. Based on the winning actors of each scenario, an overview of the possible 
dominating caching architectures can be reached. In-network caching, whether Information-
centric networking or web proxy caching, are strong candidates for the Comfort Buyer and 
Indifferent Saver scenarios. On the other hand, content delivery networks (CDNs) – either 
pure-play CDNs or content provider-built CDNs – and clouds are possible outcomes in the 
Quality Buyer and Demanding Saver scenarios. 

A key finding from the caching study include the current situation of CDN providers, who are 
looking for further business opportunities by improving their interoperability and 
interconnectivity as well as by licensing their CDN technologies. In addition, the caching study 
together with the VNC analysis of D.A.7 identified four key control points: the user access, 
request routing, cache management and delivery choice decision. The management of the 
control points differs in caching architectures and keeping each of the actors satisfied in NetInf 
will be a key success factor for NetInf deployment. 

With the understanding of the current market situation, a six step evolutionary NetInf business 
model adoption strategy is proposed for ISPs. The first step is internal network optimization, 
which uses NetInf to optimize the content delivery of ANP-provided services inside an ANP’s 
network. After this, the ANP can build a transparent caching system for cacheable content 
originating from sources external to the ANP, i.e. a localized CDN system. The next step 
commercialises the localised CDN system by providing CDN services to content providers, 
which is followed by interconnecting the commercialised CDN with other commercialised 
CDNs offered by other ANPs. Lastly, a virtual CDN provider can enter the market to handle 
the customer relationship with CPs. 

Lastly, three potential approaches for the interconnection charging, which could be promoted 
by the regulators, are explained and analysed: Price ceiling, Cost orientation and Rate of 
return. The analysis shows that the Price ceiling -approach seems to have positive impacts on 
all regulatory targets. In this approach the interconnection fees are based on the 
interconnection costs and the operator should seek opportunities to reduce those costs.  

The Cost orientation -approach would have positive impacts on most of the regulatory targets, 
but would not minimize the regulatory costs, because the control procedures are resource 
intensive. The Rate of return -approach would prevent the parties to exercise their potential 
market power, but would not contribute to other regulatory targets; for instance, this approach 
would not promote competition because of inflexibility to base pricing on the forward-looking 
costs.   

Even if the accurate information on the interconnection and NetInf costs was not available in 
the analysis, the Price ceiling and Cost orientation based regulatory approaches seem to have 
about equal impacts on the regulatory targets and should be promoted by the regulator. 
Investments in the NetInf facilities would be a good means to reduce the costs of 
interconnections and would also improve the quality of service perceived by the end-users. 
Then, the competition on the end-user perceived quality of service would stimulate new 
innovations. The clear separation of the interconnection costs and fees from the other service 
costs fees would be necessary for ensuring the fair pricing and competition, and for fulfilling 
the principle of ‘Net neutrality’. 
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4 Business Analysis of OConS 

This chapter addresses OConS business aspects.  Business drivers are identified in the 
beginning, identifying the scenarios under analysis and related traffic aspects, after which an 
ecosystem analysis is performed by listing both challenges and requirements.  Then, the 
network analysis is shown, identifying the stakeholders, followed by an analysis of the pros 
and cons in the roles they play in this architecture.  Afterwards, business models are 
discussed, concerning several scenarios on who bears the deployment costs, with an 
identification of the revenue flow.  Before the conclusions, regulation aspects are addressed. 

In the scenario defined for WP-C supporting Flash Crowd connectivity needs, four use cases 
were initially defined and already presented in D.A.1 [1] and D.C.1 [62]: 

 Use Case 1: Creating and sustaining the connectivity in wireless challenged networks; 
 Use Case 2: Using multiple path/protocol transport for optimised service delivery of 

heterogeneous content; 
 Use Case 3: Optimising the QoE for end users with adequate management of the 

cloud/network services; 
 Use Case 4: Autonomous interoperation and connectivity of cloud and NetInf data 

centres. 

After the refocusing of WP-C, the use cases around the Flash Crowd scenario were redefined, 
aiming at the integration of WP-B (NetInf) and WP-D (CloNe) topics, as presented in D.C.1 
Addendum [63]: 

 OConS for CloNe: Mobile Access and Data-Centre Interconnection Use Case; 
 OConS for NetInf: Mobile and Multi-P for Information Centric Networks Use Case. 

Still, these two new use cases include the topics addressed by the former ones, i.e., OConS 
for CloNe is associated to Use Cases 3 and 4, while OConS for NetInf is linked to Use Cases 
1 and 2. 

OConS aims at improving connectivity, providing a flexible approach by means of 
orchestration [64]. In the previous report in WP-A regarding OConS aspects, i.e., D.A.7 [2], the 
focus was devoted to Use Case 1. An economic analysis was performed, and regulatory 
aspects were addressed concerning interconnection. In what follows, an economic analysis for 
another use case, Use Case 3, is performed, and the regulatory aspects for the previously 
identified use case, Use Case 1, within OConS for NetInf continue to be addressed.  

4.1 Business Drivers 

Business drivers start by identifying the scenarios under analysis, bridging with the work 
developed in WP-C. The actual drivers are discussed and identified, being followed by an 
analysis of a possible idea of how OConS can be implemented.  

The purpose of this analysis is to identify the key valuation drivers for the OConS flexible 
approach and to consider its impact in several scenarios. OConS business drivers were taken 
into account, nevertheless, other aspects besides business drivers need also to be addressed 
and some questions are posed and tried to be explained: 

 How do investors measure and value growth? 

 What are the criteria used by investors in an initial valuation of targets? 

 How does the traffic estimate affect the network value? 

The first business driver for a new investment is capital. OConS incurs a high level of CAPEX 
in the process; however, overall network efficiency (one of the main capabilities of the 
network) will reduce OPEX costs in medium to long-term perspectives. 
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The innovation driver must also be taken into account. OConS enables to manage networks 
that already exist. Through a more flexible approach being delivered by OConS, some new 
running processes are presented, delivering a more optimised way to work. 

With a more simplified organisation structure, a quick flow of information over the network can 
provide another key driver for the overall OConS business success. In OConS, this is 
achieved with, e.g., the multi-path attribute, which is a characteristic of this technology. 
OConS also creates a possible consolidation of business operations, meaning that one can 
operate all available networks from a single OConS platform centre, hence, decreasing 
management costs. 

Another business driver is the improvement of economies of scale. Upon OConS 
implementation, an increasing number of connected devices will correspond to a decrease on 
the operation cost per unit, from the common operating process for all units, enabling a better 
coordination throughout the whole business. One will be capable of rapidly shift sourcing, 
path, and distribution functions in response to changing patterns of supply and demand.  

In conclusion, the main business drivers that OconS follows are: 

 High level of CAPEX 

 Lower OPEX in a medium/long term; 

 Network efficiency increasing in medium- to long-term; 

 Innovative Processes 

 Simplified organisation structure and a consolidation of business operations; 

 Economies of scale (concerning operating costs); 

 Traffic-management efficiency. 
 

4.2 Ecosystem Analysis 

Following the ideas presented in the use-cases and scenarios of OConS [1], several ad-hoc 
networks can be created, which facilitate Internet connection for multiple end users. A 
proposed mesh solution has been taken as a first step, and a more global solution was 
presented in Use Case 3 within OConS for CloNe, combining all the existing technologies [1]. 

Regarding a global and more extensive solution, OConS connectivity services are created 
from specific mechanisms that are requested on demand, and use a certain policy. OConS 
connectivity services are grouped into three classes: 

 Link Connectivity Services 

 Network Connectivity Services 

 Flow Connectivity Services 

Surrounded by all the devices that compose the Flash Crowd, several services can be 
created, offered, and provided by end users to end users. This can be done through some 
available networks (which can range from mobile cellular networks to Wireless Local Area 
Networks (WLANs)), all combined in one single network provided by all these infrastructure 
providers. The scenario under analysis is one where Base Stations / Access Points may 
dynamically become available and disappear. This has been developed in D.A.7 [2], where 
the idea of a Wireless Mesh Network can be complemented with the applications and services 
that Use Case 3 intends to support [62]. 

The general idea is the creation of ad-hoc networks that deal specifically with decision-making 
mechanisms that "optimally" choose the interfaces, the access networks, and the paths (and 
hence, schedule/map/route traffic flows accordingly) to achieve the highest possible QoE for 
an end user. QoE is a key element for this business model. The implicit added value is to 
create an appropriate management of connectivity and optimisation between all the players 
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present in the developed model. A win-win situation can be created with this new service, 
which can reward end users, and augment the quality and capacity of ad hoc networks to the 
levels of involvement of each player. All actors have key characteristics in the return of 
investment policy, and the provision of different scenarios for each player to support this new 
technology can help to establish a decision to invest. 

In what follows, some challenges to the implementation of OConS were identified, and then, 
some requirements are put forward. The challenges to be faced from the OconS approach are 
from various perspectives, e.g., collection of network information, network capacity, liability of 
information, decision making procedures in the network, and application to different levels of 
the network. 

 Challenge 1: Collection of Information 
From the viewpoint of gathering information, one must consider several available sources 
that are at the disposal of the network, e.g., end-users, access networks, and core 
networks, and how they can deliver that information to the relevant element in the network 
infrastructure. Each one of these players will have a significant benefit by adopting this 
new technology from an economic viewpoint. The end-user will reduce the time to collect 
network information by having a constant “on the fly” connection, and network players can 
reduce costs with the constant information collection by optimising the network according 
to this aspect. The capacity of choosing which node of the network is available to transmit 
to another the information to be shared, if optimised, will also reduce infrastructure costs 
and maximise profits. The storage of large volumes of information, and then to deliver the 
contents in a dynamic and efficient way, from one network node to another, is one of the 
challenges that is identified. 

 Challenge 2: Information Credibility 
The trustfulness of the information that is being gathered on Challenge 1 is another 
challenge that one must take into account; from a business viewpoint, this is crucial for the 
success of the operation. If a client does not trust the information from the network, he/she 
will restrict him/herself from using it, and the service, which becomes more successful as 
more clients use it, will suffer a severe setback. One needs to make the most out of 
end-users’ behaviour and their contextual information, e.g., the routes that the users 
usually take and the services they usually request. Privacy, and several types of security 
for the collected information, need to be ensured, in order to have a proper performance 
and quality of the network. In terms of quality, once again, the measure of QoE should be 
taken into account, for an adequate assessment of the network. Also, the required 
capacity of information that is needed to store and receive/transmit in a node has to be 
considered. Given a requested service, the network needs to have procedures to decide 
on which is the best path to route the information. 

 Challenge 3: How to decide the path to use over the network? 
The capability to take decisions and apply them in the network is another challenge. Which 
player can control a given ad-hoc network? Which path to use if the demand is high? Each 
decision mechanism must consider all the characteristics of the players, in order to make 
the best use of them from a business performance viewpoint. Another matter is the 
development of cooperation strategies between players. They should be efficient, updated 
in real time, and allow other players to be a part of infrastructure; the profit that each 
player can receive (not only in terms of money, but also in other terms, e.g., access 
advantages) will contribute to the success of the development of network services. 

 Challenge 4: Who takes control of the network path decision? 
A player will have more added value if it has more control over the network, namely on the 
routing of information. The network must control the load that goes through a node, which 
path to take to route it at a certain point in time and to change this when required, and to 
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be able to take these decisions accounting for economic parameters as well. The 
heterogeneity of the network must be constantly exploited in order to take advantage of all 
available paths. So, the role that players will have in the various networks nodes, 
management, and so on, will be crucial. 

So, for the success in applying OconS, some economic and business requirements are 
presented below, identifying in each one, if they are Business (B), or Social (S) related. 

 OConS-R1: Increasing Network Performance (B, S) 
Service operators are interested in increasing the network performance. For a successful 
implementation, all the technologies that are being combined in this new approach must 
have good quality of service. It is critical that the overall quality of service is maintained in 
most cases dealing with multi-path routing for ad-hoc networks. 

 OConS-R2: Proper work of the Network and Network Conditions (B) 
This means that the available types of technology offered by the network are interworking 
well. One should also assume that the network has conditions of being operated 
efficiently, and that integrity is being preserved (the latter by means of suitable security 
solutions). 

 OConS-R3: Need of Information (B, S) 
This requirement is usual for all new technologies, and a demand research must be put in 
place. The constant changing environment calls for frequent research, to make sure that 
the requirements coming from the information users need are met, and that information 
acquires the required speed to survive with the effective management of the information 
resources and plans for the future. In order to guarantee this, there is a critical need to 
understand the process of “identifying information needs”, which is a vital link in the chain 
of the network operations. 

 OConS-R4: Better Network Management (B, S). 
There is a need to reduce the current time spent running and maintaining the network. In 
this requirement, one should take into account the need to reduce the cost of the network 
infrastructure and maintenance, the emerging need to reduce server spaces, and the 
increase of several features and capabilities. 

4.3 Technical and Industry Architecture 

More and more, the Internet traffic escalation is creating an uneven situation, as network 
capacity is struggling in some areas and in others is superfluous; each player has its own type 
of reward, but this is not being equally shared. The market has not yet undergone an 
adjustment. One can identify the following advantages of taking OConS solutions into the 
market, with a great potential for success: 

 Resiliency: Due to distributed and autonomous approaches used in OConS, one 
recognises that the OConS framework offers higher resiliency (multi-path) compared to 
other approaches. 

 Manageability: By using appropriate management models (e.g., domain-based), and 
by abstracting and filtering the information exposed by a given OConS mechanism, 
OConS framework is well suited to handle the management aspects in a better way 
than others technologies, more particularly with 3GPP EPS and with IETF MIF. 

 Complexity: The rich set of connectivity services come with some complexity, however, 
one intends to keep this internally and to expose only what is really necessary; 
likewise, having the orchestration functionality in place will help one to cope with this 
complexity, because all the mechanisms and services need to follow a certain 
blueprint/interfaces as imposed by the OConS framework. In this specific attribute, the 
3GPP EPS has a higher level of complexity when implemented.  
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 Energy Efficiency: This is achieved by using appropriate connectivity services 
depending on a given networking context, by configuring, deploying, and instantiating 
only the needed functionalities, and by re-using existing modules for several services 
(e.g., mutualising the Information Management Entities). 

 Performance: OConS aims to achieve at least the degree of performance that the 
current networking mechanisms are providing; moreover, one is also proposing 
approaches that seek to jointly optimise the performances across multiple mechanisms 
and multiple layers from the networking protocol stack. 

 Flexibility: Among the important aspects in OConS, one identifies its ability to stay 
open and flexible, accommodating a large number of mechanisms, spanning from 
data-link, network, transport to flow/session layers; depending on the context and on 
the application needs, OConS is able to combine and offer the most appropriate 
connectivity services. 

 Scalability (signalling): OConS mechanisms are built with this in mind; the example of 
the mobility framework where the mobility decision and execution functions are 
distributed to a large extent is appropriate to work. 

 Scalability (data): Due to inherent distributed approach, that the scalability of OConS 
data plane will stay high. 

The revenue that is generated by service providers at the edge of the network, the value of 
the network specifically from online content and services viewpoint, and the growth in costs 
(and investments) that are being incurred by network operators, will necessarily imply that the 
costs associated to the new types of network architectures have to decrease. 

Other aspects concerning the use of other technologies, competitors to OconS, have also to 
be taken into account. Technologies as 3GPP EPS, IETF MIF, and OpenFlow, have 
specifications that can be also relevant when implementing OconS.  

The proposed network architecture is shown in Figure 19. 

 
Figure 19. Network Architecture for OConS Use-Case 3 within OConS for CloNe [62]. 

 
This architecture will be the starting point for the development of the possible market 
scenarios that can be designed for the OconS entrance in the market. One can see that all 
players will interact among themselves, creating a network that an end-user can use, 
combining all the available technologies. The quality and performance of this new network are 
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some of the key successful ingredients for it to prevail in the market. Also, the relationship 
between cost and benefit needs to be taken into the analysis of the several implementation 
scenarios. Concerning the roles of each player, even if they can be well known from the 
current approaches, one proposes clearer relationships among them, so as to keep a high 
degree of flexibility for the business models as well. 

4.4 Stakeholder Analysis 

With the business development that one intends to create, and with the architecture previously 
presented (Figure 19), one has several key actors playing a role in the business model. Pros 
and cons are identified; concerning the role they play in the model and compared with the 
ecosystem that exists today. 

 End-user - The End-user can be a human, a machine, a business user (such as cloud 
and/or service provider), an abstract "higher-layer application", or an information object 
(content). The End-user can be the source, the destination, or both for the communication 
services and/or the content. The End-user is one of the main actors within the use case 3, 
since the decision to be made will likely have impact on his/her/its QoE [73]. 
Pros:  

 Transparent and access-agnostic connectivity to services and content and 
better/personalised end-to-end QoE. 

 It is always served with the most appropriate network access alternative; 
depending on the factors used to take the decision on network access, the 
goodness is perceived by means of several parameters, e.g., better performance, 
lower price, and/or lower power consumption. 

 If Multi-P is allowed, reliability and performance enhancements might be brought 
up by using (in parallel) various interfaces. 

Cons: 

 The required terminal complexity, in order to handle all the available features. 

 The dependence on the availability of specific technologies/techniques/procedures. 

 The increase of energy consumption (if using various interfaces at the same time). 

 Privacy considerations (information flow between providers, with which the end-
user may not have agreements). 

 Infrastructure/Resource Provider - The Infrastructure/Resource Provider is the 
stakeholder that provides the physical means for communication, thus, it owns and 
manages the physical and virtualised resources of the infrastructure, and it offers them to 
Network Providers. Examples are Hotels, Municipalities, Transportation Companies, 
current Telecom Operators, among others. 
Pros:  

 The efficient use of the available resources, e.g., via load balancing. 

 The increase of the overall available capacity. 

 The improvement of user (client) satisfaction. 
Cons: 

 The need to cooperate with other providers (leading to potential privacy concerns, 
and other conflicts). 

 The increase complexity of the network. 

 Depending on the particular conditions of networks, some providers may get their 
traffic reduced (by more aggressive counterparts) or exploding (causing their 
clients to be unsatisfied). 

 The need for a tight interoperability between heterogeneous technologies. 

 Network Provider - The Network Provider uses the infrastructure and resources to build 
and provide networking services, i.e., those foreseen by OConS. They usually maintain a 
business relationship with the Network Operators, to get paid for the right-of-use/leasing 
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and for the maintenance of their networks. A Network Provider can be also seen as 
Cloud/Virtual Network Provider where it requests, uses and consumes shared network 
services and resources provided by Network Providers; thus, the Cloud/Virtual Network 
Provider combines several service and resource offerings of various Network and 
Infrastructure Providers (both horizontally and vertically), and offers them to a third party. 
Examples are OConS Network Provider, Access Provider, Backbone Provider, Community 
Infrastructure Provider, Network Infrastructure Provider, Internet Backbone Provider, 
Internet Service/Access Provider, OConS Business User, and Virtual (or Cloud) Network 
Provider. 
Pros:  

 Provision of optimal application-aware connectivity services. 

 Lower OPEX by using the shared infrastructure from Infrastructure Providers, 
and/or the capabilities of other Network Providers. 

 Optimisation of network resources for the delivery of content (e.g., connectivity 
management/intelligence distributed in the right places within the network). 

Cons: 

 The need for the availability of cooperation schemes between peer entities. 

 The increased complexity of the network. 

 Network Operator - The Network Operator provides Connectivity Services to end-users, it 
maintains the adequate level for these services, and it performs overall 
operation/management of these communication services. The Network Operator may, or 
may not, own the underlying infrastructure or other networking assets (e.g., radio 
spectrum). Likewise, the Network Operator benefits from the OConS capabilities to offer 
better services to end-users (who will be more satisfied), and to cope with the traffic 
increase from Service/Content Providers (who will be able to expand their services). The 
Network Operator has a business relationship with the End-users (e.g., billing), Network 
Providers, and with the Service/Content Providers. Examples are current Telecom 
operators, both infra-structured and virtual mobile ones. 
Pros:  

 The increase of customers' satisfaction, and the prevention of churn. 

 Greater productivity for business users.  

 Generation of more revenue per-user by enabling customised/personalised 
offerings. 

 The enabling of closer partnerships with Content/Service Providers. 
Cons: 

 The need to establish cooperation mechanisms with other operators. 

 The increased complexity in the required procedures. 

 Privacy issues (in terms of the information that should be made available). 

 Service/Content Provider - This actor will benefit from the optimum connectivity of End-
users, e.g., being able to adapt the QoS; it does not have a direct role on the whole 
process, rather than the specific parameters that must be considered when taking the 
decision. They can be called has Over-the-top (OTT) provider, examples being current 
Internet content providers (e.g., Google, Facebook, and Apple). 
Pros:  

 The possibility to increase the quality of the offered service (as a consequence of 
the optimum connectivity). 

 New business opportunities from open APIs with the network side. 
Cons: 

 The need for new interfaces (business and technical ones) towards Network 
Operators. 
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4.5 Business Models 

For the implementation of the technologies under development, one should explore several 
scenarios, analysing the role that each actor plays in the network, concerning not only the 
application incurred costs, but also the retrieved benefits and revenues. When analysing the 
problem, one needs also to answer three questions: 

 How do we introduce this technology in the market? 

 Which player(s) will support implementation costs? 

 How will they take profit out of the investment? 
These questions are addressed while developing the four scenarios that are described below. 

One starts by presenting the service delivery model in between the various players identified 
in the network architecture (Figure 19), Figure 20. The services that are being delivered from a 
player to another are presented, the model being the same for all scenarios that are presented 
afterwards. There is a unique structure and plan for the delivery of services and that is 
explained as follows: 

 Arrow 1: Network Provider - End-User relationship: The Network Provider controls the 
service offer and delivers the service/product to the End-User. This is not a money flow 
transaction; however, it is important to be represented, because it is the visible return 
of the payment made by the End-user. 

 Arrow 2: Network Provider – Network Operator relationship: It represents the 
technology package that is being supplied, and it is delivered to the operator so that it 
can put it in the market for selling purposes. 

 Arrow 3: Infrastructure Provider – Network Provider relationship: This service delivery 
is the infrastructure usage and maintenance that it is used by the Network Provider, to 
be then offered to the End-user. 

 

Figure 20. Services Delivered Scenario Model. 

Having this common service delivery model as a background, four different scenarios 
concerning the entrance of OConS in the market were developed: 

 End-user Cost-Benefit Scenario 

 Network Operator Cost-Benefit Scenario 
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 Infrastructure/Network Provider Cost-Benefit Scenario 

 Multi-player Cost-Benefit Scenario 
In what follows, an analysis of these scenarios is presented. 

1. End-user Cost-Benefit Scenario 
In the “End-user Cost-Benefit” scenario, the payment for using the service appears in the End-
user bill, as a new service that combines all the available networks that an End-user has 
contracted, and which are available to him/her. This player can benefit from an increase in the 
perceived quality, and a decrease in the more expensive connections. 

The End-user is the only player that pays for the implementation of the developed technology. 
From an End-user viewpoint, this will become as a high level of costs, implying a low level of 
costs for the provider that sells the technology. In these conditions, there will be some barriers 
to enter the market, as the End-user will have to be convinced of the benefit to take the option 
to adopt the service. Performance will be also at a medium level, meaning that not everybody 
will use this innovative way of connectivity and interconnection. The scenario complexity in 
terms of business is assumed low, because the money flow is only a simple buy-sell issue. 

Figure 21 represents the money flow for this scenario. The Content Provider is a player 
(Figure 19), but it does not influence the connectivity process; there is in fact a money flow 
with this player, but it is not within the scope of this analysis, as it is beyond OConS, hence the 
analysis of these scenarios. An explanation of the cash-flow follows: 

 Arrow 1: End-User - Network Operator relationship: The End-user pays a certain 
amount of money in a fixed and flat rate, which is determined by the Network Operator. 
The idea is that the End-user stops using the conventional packages of Internet (i.e., 
ADSL+3G+WiFi+Mesh-Network+4G) and starts using OConS as an aggregator of 
them all with a combined price. The system controls all network accesses (traffic flow), 
adapting to the user needs and to the location where the need for connectivity exists. 

 Arrow 2: Network Operator – Network Provider relationship: The Network Operator 
acts as a broker, by collecting the fee that the technology sale provides. The Network 
Operator is the agent and the interface to the End-user of the technology service, 
receiving a percentage, and paying to the Network Provider for the service. 

 Arrow 3: Network Provider – Infrastructure Provider relationship: This is a simple 
client/supplier transaction, representing the payment for the usage of the network 
infrastructure that is being provided. 

This architecture will be the starting point for the development of the possible market 
scenarios that can be designed or the OConS entrance in the market. One can see that all 
players will interact among themselves, creating a complex network that an end-user can use, 
combining all the available technologies. The quality and performance of this new network are 
some of the key successful ingredients for it to prevail in the market. Also, the relationship 
between cost and benefit needs to be taken into the analysis of the several implementation 
scenarios. Concerning the roles of each player, even if they can be well known from the 
current approaches, one proposes clearer relationships among them, so as to keep a high 
degree of flexibility for the business models as well. 

The euro coins shown in Figure 21 are a symbolic representation of the payments, in two 
colours (yellow and blue): the three yellow coins (Arrow 1) represent the visible transaction 
that is made, while the blue coins (Arrows 2 and 3) represent the costs of the process. The 
number of coins decreasing from the Arrow 1 to Arrow 3 is also a symbolic representation of 
the margin left by each payment to each player. 
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The benefits of a scenario like this are that, as a first approach, it is quite simple to implement 
a pay-per-service model in the market nowadays; however, the price practiced by the service 
should be competitive in order to be successfully implemented. Another player that benefits 
from this scenario is the Infrastructure Provider, which has this new technology service 
implemented and sold almost in the first instance without having selling problems, as it is a 
service that benefits all provider players concerning network costs that can be reduced while 
operating the network. 

One example of the good usage of this scenario is the recent implementation of LTE (4G) in 
Europeans markets. This new technology is being commercialised as an upgrade of UMTS 
(3G), better performances and services being delivered to the End-user. For this new 
technology, the End-user pays an additional premium fee. 

2. Network Operator Cost-Benefit Scenario 
Concerning a “Network Operator Cost-Benefit” scenario, Figure 22, it will have the cost 
process “at home”, and can benefit from a reduction of constrain in several points of the 
network. There will be more available network for its clients, and it will also benefit from a 
more balanced traffic over the networks. 

This scenario assumes that costs are incurred by the Network Operator in the beginning, but 
after achieving a mature point, it will start dividing the costs among the players: they take the 
operation costs, and the Network Operator will work only as a broker in this interaction. This 
scenario is more complex than the previous one, because the network operator will become 
the owner of the technology, and the other players will have no control over it. It is seen as an 
innovation of the operator that offers it to the market and then explores it. 

 Arrow 1: Network Operator – Network Provider relationship: It represents the cost for 
the usage of a new technology that the operator intends to incur in order to upgrade its 
offers to the End-User.  

 Arrow 2: Network Provider – Infrastructure Provider relationship: The Network Provider 
pays to the Infrastructure Provider the handling of the network infrastructure. 

Figure 21. End-user Cost-Benefit Cash Flow Scenario Model. 
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One example of this implementation scenario is the increase of Internet speed delivered to the 
End-user, without increasing the Internet package price, but delivering more down- and 
upload speeds from time to time. 

3. Infrastructure/Network Provider Cost-Benefit Scenario 
In the “Infrastructure/Network Provider Cost-Benefit” scenario, Figure 23, this technology is 
just seen as an upgrade to the infrastructure, decreasing interconnection costs and creating a 
more sustainable network, with more capacity to aggregate all interested End-users. There is 
no cash-flow process, since it only results on CAPEX investment and decrease of associated 
costs: 

 Arrow 1: Network Provider – Infrastructure Provider relationship: It represents the 
shared costs from the players for the implementation of the technology delivered to the 
market. 

Regarding the scenario where the Infrastructure/Network Provider takes the most important 
role, one assumes that it is the simplest scenario to be implemented, and that it has high 
levels of performance and low levels of barriers to enter the market. This is because it is the 
developer of the technology that introduces OConS into the market, meaning that it will have 
100% of usage, and the entry barriers to be faced will only have constrains in the CAPEX 
needed for the implementation.  

When the 2G and the 2.5G became obsolete, a new technology (3G) entered the market, in a 
way similar to the process described above.  

 

Figure 22. Network Operator Cost-Benefit Cash Flow Scenario Model. 
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4. Multi-player Cost-Benefit Scenario 
The last scenario taken in the analysis, the “Multi-player Cost Benefit Scenario”, Figure 24, 
has a high level of complexity and also of barriers to enter the market. The single reason for 
this to happen is that the bill for the implementation will go to all the players in a variable form: 
all players will have an associated cost and benefit, which is divided by all. It will be a complex 
scenario, because the rewarding and delivery process will be completely divided among all. 

This scenario consists of an upgrade process of the network, by delivering a new way of work 
flow with more efficient procedures. For this to happen, a regulatory norm must take place, 
because all players must agree on this, which is very rare to occur. They will be dividing the 
costs, for which they will pay, but they will also benefit from it by augmenting network speed 
and capacity. In Figure 24, it appears that the End-user is the one who pays the technology, 
however, the Network Operator and the Provider will stop receiving former payments for the 
ending technologies that they are still paying; this will be the hidden costs that they will have if 
they adopt this scenario: 

 Arrow 1, 2, 3: The same amount of money flows in all players and ends in the 
Infrastructure Provider, but even this last one will incur in installation investments. 

The optical fibre technology has started to be delivered at the edge of the networks (i.e., 
directly to end-users), meaning closer to user terminals, after the conduction of hard 
negotiations by regulatory authorities with all players. This is a good example of the 
complexity of a business scenario like this. Network Operators “delivered” a new way of 
Internet access, managing to have the End-user paying a small portion of the changes, and 
the Network and the Infrastructure Providers pay another part of the investment, reducing 
network backbones. With this approach, a new technology was implemented and delivered to 
end-users. 
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Figure 23. Infrastructure/Network Provider Cost-Benefit Cash Flow. 
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In Table 8, a comparison among these scenarios is done, grading the effort that each player 
has on each scenario. 

Table 8. Comparison of scenarios characteristics and their advantages. 

 

When analysing these four scenarios from an End-user viewpoint, the best scenario approach 
is the Infrastructure/Network Provider one, since it is the one with lower costs and good 
performance. Concerning the Multi-player scenario, a first analysis may seem that it is the one 
with lower chances to be successful, however, in terms of reasonability; it can be presented as 
a good entrance alternative. The presentation of four possible scenarios is specific to give the 
overall chances of entrance into the market of the OConS technology. By giving an example, 
one tried to explain that a new scenario possibility is not likely to be produced, but rather 
reproducing one that already has been put into action, and is most likely to be successful.  

Another issue that must be taken into account is that OConS can be sustainable and a pro-
active new technology. OConS has attributes and valuable drivers that must be explored, and 
as a result costs to the End-user, as well, to the “producer”, will decrease significantly. 

Figure 24. Multi-player Cost-Benefit Cash Flow Scenario Model. 
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4.6 Regulative analysis of interconnection charging in the OConS context 

With respect to the SAIL concept OConS, our area of interest is the interconnection charging 
in the Wireless Mesh Networks (WMN) and what type of models the Regulator should promote 
there. The Wireless Mesh Networks concept was presented in the deliverable DA7 “New 
Business Models and Business Dynamics of the Future Networks [2]. 

The regulatory backgrounds and targets for the interconnection charging were presented in 
section 2.4. The key statements from that section can be summarised as follows: 

 Interconnection related issues are ranked in many countries as the most important 
problem in the development of a competitive marketplace for telecommunications 
services 

 There are various reasons for specifying that interconnection charges should 
approximate costs. 

 There are number of costs that are associated with setting up and maintaining an 
interconnection agreement. The set up costs include both capital costs of the requisite 
equipment, as well as the transaction costs associated with negotiating the agreement. 
In addition, all interconnection services increase operational cost somewhat.  

4.6.1 Key actors in the Wireless Mesh Networks 

With respect to the business aspects of the SAIL concept Open Connectivity Services 
(OConS), the use case “Creating and Sustaining the Connectivity in Wireless Challenged 
Networks” was discussed in deliverable D.A.7 [2]. It analyses a very challenging concept of 
the Wireless Mesh Networks (WMNs), which is very interesting from the business perspective. 
WMNs have the ability to provide connection to the Internet in the areas with difficult or limited 
access to the network, via the ability to connect several devices together. The total availability 
of wireless connections will also promote the full use of Internet services in rural areas, and 
end the digital divide, which still exists in regions with low purchasing power. This 
infrastructure can be easily implemented on college campuses, community neighbourhoods, 
enterprise environments, or isolated villages without new network infrastructures. 

The OConS architecture benefits from the efficiency with which it transports the subscriber 
traffic from a certain point over a number of hops to either the destination within the mesh or to 
a point that interconnects to the backhaul. With more efficient mesh networks fewer backhaul 
connections are needed, which reduces costs.  

The relevant actors in the Mesh Networking have been listed in the following: 

 Community Operator (CO) – This player authorizes and manages the community’s 
infrastructural resources. It defines a set of policies, based on which the community 
builds a spontaneous and self-organized network. It encourages End-users to share 
their resources and cooperate by giving incentives, rewards or even a cash payment. T 

 Community Infrastructure Provider (CIP) (neighbours, old buildings, universities, 
hospitals, sports arenas, hotels and airports) – The CIPs are responsible for building 
the spontaneous and self-organized wireless network communities of cooperating 
nodes. In these cases, the ad-hoc network will be created, enabling a reduction in 
CAPEX, provided that the infrastructure already exists. A community infrastructure 
provider is basically composed of End-user nodes with the traffic forwarding 
capabilities.  

 End-user – The End-user has multiple alternatives to access Internet. In order to 
choose a WMN as the preferred access there has to be a possibility for some kind of 
incentive. This incentive is delivered to the end-user in two ways: First, the usage of a 
WMN must be cheaper than any other private connection. Second, he/she must 
receive some compensation for routing traffic of other users. With these two options, a 
dramatic cost reduction to access the Internet must occur. An End-user may have the 
following roles in the community: 
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o End-user and member 

o End-user but not member 

o End-user and Community Infrastructure Provider 

o End-user and Community Infrastructure Provider with connection to the 
Network Infrastructure Provider 

 Access Network Provider (ANP) – The ANP owns and uses the access and core 
infrastructure resources to provide global network connectivity. It exchanges traffic with 
the WMN through gateway mesh nodes. Note: The Network Infrastructure Provider 
and Network Operator in [2] have been combined here to the Access Network 
Provider. 

 Content/Service Provider – Provides services, applications and content. 

In the value flows between actors an End-user of the community must pay to the Community 
Operator, in order to become a member of the community. The Community Infrastructure 
Provider (CIP), in turn, must pay to the Network Operator for the Physical access to the 
network. It should be noted that, any given user can play all of the above roles at once, thus, 
he/she can be an End-user and a Provider at the same time.  

The player for whom the WMN brings more advantages is when an End-user becomes a CIP: 
the benefits come from the resource sharing and cost reduction of his direct connection to the 
network operator. 

4.6.2 Interconnections and their costs in Wireless Mesh Networks  

For the Wireless Mesh Networks scenario of the Open Connectivity Services the model of 
data flows and costs has been illustrated in Figure 25 below. Data from the Content Provider 
to the Community Network flows via the Access Network Provider’s network to different types 
of members of the WMS. Since the WMN may have several gateways to the Internet, it is 
possible that data flows to a Member, for instance, via two gateways and via a Member & 
Community Infrastructure Provider. 

The options for the Community Infrastructure Providers (CIP) to recover their costs, CCIP/M or 
CCIP/GW, are to get incentives from the Community Operator (CO). The CIP with the Gateway 
needs higher incentives since they have to pay to the Access Network Provider for the Internet 
connection. The Members and Non-members have to pay to the Community Operator for the 
Internet Access. 

 

Figure 25. Data flows in Wireless Mesh Networks 
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The impacts on the interconnection cost levels (low / medium / high) for different players from 
setting up and operating the Wireless Mesh Networks (OConS), and savings in the 
interconnection fees have been presented in Table 9 below. In addition to the interconnections 
between the new players within a WMN, the analysis covers also the access to the Internet 
because of its important role in this concept. Within a WMN the Community Operator has the 
role of running the business, and the interconnection payments are paid via them. 

Table 9. Interconnection costs and benefits in Wireless Mesh Networks (OConS). 

Costs Community 
Infrastructure 
Provider & 
Member 

CCIP/M 

Community 
Infrastructure 
Provider & 
Member & 
Gateway 

CCIP/GW 

Access Network 
Provider  

CANP 

Set Up Capital Costs low medium
15

 high
16

 

Transaction Costs 
17

 
low

18
 medium high 

Operational Operating Costs low
19

 medium
20

 

high
21

 

Savings in interconnection fees 
n/a

22
 n/a n/a 

n/a = no savings 

The following remarks on the costs can be made: 

 The level of investment in the access network by the Access Network Provider is high. 
However, this is not an additional investment due to the setting up a Wireless Mesh 
Network 

 The level of investment and operating costs for the Community Infrastructure Provider are 
low if he is not also providing a Gateway. In that case the level of investment would be 
medium. 

 The Community Infrastructure Provider & Member would pay for the Internet access via 
the Provider with the Gateway, and not directly to the Access Network Provider.  

Flow of interconnection fees 

The flow of interconnection fees between 1) the Access Network Provider (ANP) and 
Community Infrastructure Provider with a Gateway (CIP/GW), 2) two CIP/GWs, and 3) 
CIP/GW and Community Infrastructure Provider & Member (CIP/M) have been discussed in 
the following.  

1) With respect to Interconnection between ANP and CIP/GW, this is the access to 
Internet and can be implemented either via the fixed access or mobile access 

                                                
15

CIP with a Gateway has to pay also for the access to Internet and that cost has to be covered by the 
interconnection fees from other CIPs. It also has to be prepared for the interconnections with, possibly, several 
CIPs without a Gateway, and the cost per interconnection depends on the number of the CIPs to connect with. 

16
 Access network connection can be implemented by cable or by mobile access. The Mobile Broadband Access is 

normally more expensive than the Fixed Broadband Access. 
17

 The level of Transaction costs is lower than that of Capital costs. 
18

 Manual actions on the site are needed irrespective of the number of Interconnections to set up.  
19

 Once Interconnection has been agreed with the Community Operator, further operational actions are limited. 
20

 Every time a new Interconnection is needed, it increases the complexity of the configuration, and therefore the 
cost of operating the network. 

21
 Due to the increased traffic in the access network line, the ANP needs to pay more for the transit traffic to the 

Interconnectivity Provider. The increased traffic is on the line from the Gateway to network, but the overall 
traffic and transit volume may not increase, however.  

22
 The Community Infrastructure Provider & Member doesn’t need to pay for the Internet Access to the Access 

Network Provider, directly, but via the Provider with the Gateway. 
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technologies. Very often a flat rate is applied on this access and is dependent on the 
maximum bit rate available on it. Because several End-users can now use the same 
access line, the available capacity will now be more effectively used and will load the 
backhaul connections more than a single user would load. For this reason ANP may want 
to apply a different charging approach for CIP/GW customers than for other customers, 
e.g. normal residential users. 

2) With respect to Interconnection between two CIP/GWs, this interconnection capacity is 
needed only when the access to Internet from another Gateway is not available for some 
reason; traffic between the members (End-users) of these CIPs is not exchanged directly 
within the WMN. This interconnection benefits more the CIP which has more members 
and the CIP with fewer members may want to have a compensation for Interconnection. If 
the charging on the access line to Internet is dependent on the volumes of transferred 
data, then that compensation fee becomes even more justified. 

3) With respect to Interconnection between two Community Infrastructure Providers, 
one with the Gateway and the other without the Gateway, this is the path to Internet for 
the members of the CIP without the Gateway. Interconnection between these two players 
may cost more to the one with the Gateway because of the additional complexity from 
operating several Interconnections. The CIP with the Gateway has to cover also the cost 
of the access line to Internet. For these reasons the payment to the CIP with the Gateway 
can be justified. 

4.6.3 Regulatory analysis of charging options in Wireless Mesh Networks 

In the Wireless Mesh Network (WMN) concept, a key business player is the Community 
Operator (CO). Different COs compete against each other by trying to extend the coverage of 
their WMNs and get as many members and Community Infrastructure Providers (CIP) 
connected to their networks as possible. Another key business player is the Access Network 
Provider (ANP), who provides the access to Internet for the members of a WMN. 

The CIPs with Gateways are interconnected with other CIPs. The different WMNs are not 
directly interconnected, however. 

Within a WMN there is no competition between the CIPs. The Access Network Providers 
compete to get as many CIPs with Gateways connected to their networks as possible. Also, a 
WMN may be connected to Internet via several ANPs.  

The procedures to establish the interconnection charges have been discussed in section 2.4. 
The same criteria [2] as used in the regulatory analysis of the NetInf concept have been used 
in the following analysis in Table 10. 

Table 10. Regulatory approaches in Wireless Mesh Networks (OConS). 

Criteria RoR Price ceiling 

 

Cost orientation 

Prevents exercise of 
market power 

Yes, w.r.t. ANPs. 
 It restricts the amount of profit 
(return) that the regulated 
operator can earn.  
 
Yes. w.r.t. CIPs within a WMN. 
It restricts the amount of 
profits that a CIP, especially a 
CIP/GW, can earn from other 
CIPs. 
 
Yes, w.r.t. the CO operating a 
WMN, where the CO is 
responsible for negotiating the 
interconnection fees between 
the CIPs. This approach would 
restrict the amount of profit 

Yes. It restricts the amount 
of profit that CIP/GWs can 
earn by providing an 
access to Internet for other 
CIPs within a WMN. 
 
Yes. It restricts the amount 
of profit that an ANP can 
earn from providing access 
to Internet. 
 
Yes, w.r.t. the CO 
operating a WMN, where 
the CO is responsible for 
negotiating the 
interconnection fees 
between the CIPs. This 

Yes, w.r.t. interconnect-
tions between CIPs and 
towards Internet. Price of a 
service, or of the improved 
quality of interconnection 
service will consist of its 
cost + reasonable rate of 
return. 
 
Yes, w.r.t. the CO 
operating a WMN, where 
the CO is responsible for 
negotiating the 
interconnection fees 
between the CIPs. In this 
approach the 
interconnection fees 
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that they and the CIPs could 
earn. 
 
N/A, w.r.t. COs operating 
different WMNs. WMNs are 
interconnected only via access 
networks and they are not 
seen responsible for 
negotiating the access prices 
to Internet. 
 

approach would restrict the 
amount of profit that they 
and the CIPs could earn. 
 
N/A, w.r.t. COs operating 
different WMNs. WMNs 
are interconnected only via 
access networks. 
  

should be based on the 
costs. 
 
N/A, w.r.t. COs operating 
different WMNs. WMNs 
are interconnected only via 
access networks. 
 
 

Promotes 
competition 

No, w.r.t. ANPs. This does not 
permit pricing flexibility for the 
operator to set prices to reflect 
costs in response to 
competition. 
New entries are anyway 
difficult when the fixed line 
technologies are used for 
accessing Internet. 
Mobile technologies are easier 
for new entrants to the market. 
 
No, w.r.t. CIPs within a WMN. 
This does not permit pricing 
flexibility. 
 
N/A, w.r.t. COs operating 
different WMNs and 
competing for new members. 
WMNs are interconnected 
only via access networks and 
they are not seen responsible 
for negotiating the access 
prices to Internet. 
 

Yes, w.r.t. CIP/GWs and 
ANPs. They have sufficient 
pricing flexibility to respond 
to competition by setting 
prices that reflect costs 
and demand conditions. 
 
N/A, w.r.t. COs operating 
different WMNs. WMNs 
are interconnected only via 
access networks. 
 

Yes. The ANPs and CIPs 
have to set prices that 
reflect underlying costs. No 
cross-subsidization is 
allowed. 

Ensures productive 
efficiency 

No. The different players will 
not reap the benefit from 
reducing costs. 

 

 

Yes. All players, i.e. the 
ANPs and CIPs within a 
WMN, are rewarded with 
higher earnings when they 
reduce costs (and 
penalized when costs 
increase). 
 
If WMN is seen to reduce 
the cost of accessing 
Internet, it will be invested 
on by all parties. 
 

Yes. In the case of 
forward-looking cost 
accounting. 
 
No. In the case of 
backward-looking cost 
accounting. 
 
If WMN is seen to reduce 
the cost of accessing 
Internet, it will be invested 
on by all parties. 
 

Ensures allocative 
efficiency 

No. Prices for individual 
services, like interconnect-
ivity, need not to equal the 
cost of the service. 

There is no incentive for an 
ANP to invest in and run the 
access line, or for a player in a 
WMN, to run the 
interconnectivity in an efficient 
way.  

Yes. All players, i.e. the 
ANP and CIPs within a 
WMN, have flexibility to set 
prices for individual 
services like 
interconnection. 
 

Yes. The prices for the 
interconnection service 
equal the costs of the 
service. 
 
There are incentives for all 
players, i.e. the ANPs and 
CIPs within a WMN, 
 to invest in and run the 
interconnection service in 
an efficient way.  
 
Competition keeps the 
interconnection costs and 
prices as low as possible. 
 

Ensures dynamic No. There are no big 
incentives for players in an 

Yes. All players, i.e. the 
ANPs and CIPs within a 

Yes. Yes. All players, i.e. 
the ANPs and CIPs within 
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efficiency access network or in a WMN 
to invest in new technologies 
or services, which would 
improve the efficiency of the 
connectivity. 

  

WMN, have incentives to 
improve efficiency. 
 
A WMN can be seen as a 
new technology to reduce 
the costs of connecting to 
Internet. 

a WMN, have incentives to 
improve efficiency, service 
by service. 

Minimizes regulatory 
costs 

No. The rate determination 
proceedings are often lengthy 
and resource intensive. 

 

Yes. Price ceiling setting 
procedures are not 
frequent. 

No. Control proceedings 
are resource intensive. 
 
The control of profits, 
service by service 
(interconnection) implies 
that the setting up and 
operating costs can be 
monitored service by 
service. 

 

Productive efficiency requires that goods should be produced at the lowest possible cost.  

Allocative efficiency requires that the prices one observes in a market are based upon and equal to the 

underlying costs that a society incurs to produce those services (generally the long run incremental cost of 
producing the service).  

Dynamic efficiency requires that firms should have the proper incentives to invest in new technologies and deploy 

new services.  

Table 10 summarizes how the different regulatory targets would materialize with the different 
regulatory approaches to the interconnection charging: 

 Rate of Return -approach would prevent execution of market power by any player, but 
would have a negative impact on all other regulatory targets. 

 Price ceiling –approach would have positive impacts on all regulatory targets: it would 
restrict the profits for all players in the Value Network Configuration and would also 
promote competition between them; the players would also have incentives to improve 
their efficiency; by reducing their costs all players would be rewarded with higher 
earnings; and there would be more flexibility of setting prices for individual services.  

 Cost orientation –approach would mainly have positive impacts on all regulatory 
targets. The regulatory costs would not be minimized, however, because the control of 
profits implies the monitoring of costs service by service. It would not contribute to the 
productive efficiency in the case of backward-looking cost accounting. Also, the control 
of regulatory proceedings is resource intensive. 

4.7 Conclusions 

OConS aims at creating a new technology that can interconnect all available devices. In 
OConS, four Use Cases have initially been defined in order to highlight the new ideas being 
developed later having being merged into two evolved ones. In this chapter, an economic 
analysis for OConS for CloNe is provided, and then it addresses the regulatory aspects for 
OConS for NetInf (continuing previous work). 

The business model starts by the identification of the business drivers, such as innovation, 
economies of scale, and traffic aspects. Then, the technical aspects of the proposed solution 
are briefly analysed, followed by a description of all the stakeholders involved. Finally, some 
business models were identified, analysing the different Cost-Benefit Scenario that can be 
implemented in order to have a commercial solution: End-user, Network Operator, 
Infrastructure/Network Provider, Multi-player. For each one, the money flows and the pros and 
cons are identified. 

Three potential approaches for the interconnection charging, which could be promoted by the 
regulators, are explained: the Price ceiling, Cost orientation and Rate of return. The Price 
ceiling -approach would have positive impacts on all regulatory targets, and the Cost 
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orientation -approach on most of them. The Cost orientation scheme, however, would not 
minimize the regulatory costs, because the control procedures are resource intensive. The 
Rate of return -approach would prevent the parties to exercise their potential market power, 
but would not contribute to other regulatory targets.  

Even if the accurate information on the interconnection and WMN costs was not available in 
the analysis, the main conclusion here is the same as for the interconnection charging in the 
NetInf concept: the Price ceiling and Cost orientation approaches seem to have about equal 
impacts on the regulatory targets and should be promoted by the regulators. Especially, the 
pricing of the access link to Internet via the access Networks Provider shall be paid attention 
to. 
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5 Business Analysis of CloNe 

This chapter addresses the future CloNe services from a socio-economic perspective. We 
start in Section 5.1 by pointing out some of the drivers that support the analysis performed in 
the chapter. Section 5.2 provides an overview of the ecosystem, where CloNe’s uniqueness is 
enhanced in a market with a huge momentum but no real solutions (so far). In Section 5.3, our 
view of the value network configuration (VNC) is described in line with the previous work 
carried out in the project preceded by an overview of CloNe’s technical architecture. Section 
5.4 provides a brief description of the market players and scenarios are discussed. Section 5.5 
tackles the business models topic. Security is a widely discussed topic and from what we have 
concluded a decisive factor in the cloud business adoption decision; therefore, in Section 0 we 
look at security focusing on the regulatory viewpoint. Finally, a number of conclusions are 
drawn in section 5.7. 

5.1 Business Drivers 

Current best-effort support for Cloud services is not enough as an increasingly large number 
of services cannot be handled in this way. Furthermore, looking to the enterprise market 
sector the network reliability is a “must have”, not only from a performance perspective but 
also from a security one. In some cases, when typical best effort Internet model is not enough, 
an independent network service that fulfils the Cloud service requirements can be purchased, 
backed up by a Service Level Agreement (SLA), connecting the user and the Cloud hosting 
the service. This typically happens in the enterprise sector, namely through operator-managed 
Virtual Private Network (VPN) service. There is no reason to believe that future cloud services 
will require a lesser degree of reliability and performance guarantees from the network. 
However, network services are not integrated nor compliant with cloud services as their 
current configuration is not on-demand and reconfigurations are supposed to be relatively 
infrequent and usually involve a significant amount of manual effort.  

In line with the abovementioned factors and with CloNe’s dynamic enterprise scenario this 
chapter looks at a deployment of CloNe more oriented to the enterprise market. 

5.2 Ecosystem Analysis 

CloNe business spaces focus around the integrated offering of dynamic and self-managed 
network capabilities in conjunction with traditional cloud computing resources and services. 
Target customers are Corporate, Small and Medium Enterprises (SMEs), Small office/Home 
office (SoHo) and the end-user market segments. Additionally, CloNe technology can also 
address the business space of network operators’ internal efficiency tools by implementing 
flexible network resource allocation capabilities and network management within the network 
operator Business and Operational Support System (B/OSS) ecosystem. Note that CloNe 
does not restrict these latter capabilities only to the network operators’ domain but extends it 
also to the cloud provider domains. 

SAIL CloNe architecture manages physical and logical resources distributed through several 
administrative domains23 with self-managed dynamic connectivity service capabilities. This 
enhances QoE, performance and reliability for end-users compared with pre-SAIL scenarios. 
In addition, it provides new business opportunities to non-traditional actors, such as cloud-
based service providers and content producers: they can easily and quickly distribute and 
migrate cloud services to/between data centers; traffic peaks between data centers are 
handled as well.  

By offering an integrated view of network and computing resources, in a cloud-like business 
model (with dynamic and adaptable properties such as resource elasticity, resource mobility, 

                                                
23 An administrative domain is the underlying virtual or physical equipment managed by a 
single administrator. 
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self-managed on-demand allocation and de-allocation of resources, including network 
resources, and a pay-as-you-go business model), CloNe technology brings about many 
possible application scenarios, each of which could be mapped onto a commercial service or 
commercial application. 

The idea of merging cloud and network services, by some called cloud networking, is not 
entirely new. In fact, the concept is reflected in pretty much all cloud computing definitions 
(e.g. “Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 
access to a shared pool of configurable computing resources (e.g., networks, servers, 
storage, applications, and services)...” [94]. However, today’s cloud computing 
offers/solutions/services do not reflect these definitions in their entirety. 

The network component within cloud computing has been pretty much neglected until the last 
couple of years due to its traditional IT business origin (e.g. Google, Amazon, Microsoft). 
Nowadays, there is a huge momentum that is closing this gap, due to Telco and IT 
convergence and network operators trying to vertically integrate in order to avoid being a mere 
bit pipe. Standardization bodies and enterprise efforts have highlighted the need for cloud and 
network resources to be handled together [95] [96] [97]. For example, IBM offers enterprises a 
cloud data backup supported by Verizon’s VPN services, and Cisco has recently presented 
CloudVerse [98]. The Open Grid Forum (OGF), with the pyOCNI [99] is one of the 
standardization bodies actively involved in the subject. Also the Metro Ethernet Forum (MEF) 
and the International Telecommunication Union (ITU) have put efforts in this field, with the 
former launching its first official document specifically targeting the topic in February 2012 
[100] while the latter has, for some time, a working group addressing the subject (FG Cloud). 

Despite the momentum around cloud networking there is no commercial solution that tackles 
the reality of this ecosystem where several actors (such as communications service providers, 
cloud providers, content producers, and customers from all segments) playing different roles 
exist and need to interact. Thus, it is not vanity to say that today, the CloNe service has no 
real competitor (so far). 

The remainder of this section is organized as follows: Section 5.2.1 provides an overview on 
how the cloud computing market is dealing to date with the Wide Area Network (WAN) 
connectivity, Section 5.2.2 gives an insight on the near future market, and Section 5.2.3 
presents the service adoption determinants. 

5.2.1 The Market Today  

The majority of today’s cloud computing market offers were developed considering just the 
data center side of the cloud. This does not mean that providers were unaware of the 
fundamental role of the network (i.e. WAN), we can just say that there was neither significant 
market demand nor business driver to bring the network into the picture. However, it seems 
that the demand and the driver exists today – some providers already reflect that in their 
market offers. Take Amazon and AT&T for example. 

Amazon, one of the first and biggest cloud service providers in the market, launched in mid 
2009 the service Amazon Virtual Private Cloud (VPC) [101]. The VPC service allows 
companies to connect a set of Amazon compute (EC2 service) and storage (S3 service) 
resources with a corporate data centre using a virtual private network (VPN) connection over 
the IPsec protocol. This was, as far as we know, the first cloud service that looked at the 
connectivity aspect of the cloud.  

Although the VPC service tackles some important network issues, it does not tackle several 
others that require actual interaction with the network (e.g. performance-related issues). 
Bearing this in mind, and due to market demand, in August 2011 the Direct Connect service 
[102] was released. This service allows Amazon Web Services (AWS) costumers to establish 
dedicated network connections to an AWS data centre, e.g. from an enterprise or data centre 
site. In practice the service is nothing more than a way for costumers to ask for a letter of 
authorization to connect to Amazon’s facilities. With this letter, a costumer can hire a 
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connectivity service (e.g. BGP/MPLS VPN) from a network operator, or extend an already 
existing one, to one of Amazon’s data centres. Currently, Amazon has several partnerships 
with network operators to provide connectivity services to their costumers [103] (without 
obligation to use these operators). One of the major limitations, not from the Direct Connect 
service itself but from connectivity services, is the fact that the management of this type of 
services is still done manually with face-to-face, telephone or e-mail interaction. 

The Direct Connect service is the connector of two worlds, cloud and WAN. However, the 
service is far from fulfilling the expectations. After a long process (to obtain a letter of 
authorization can take days and to have a connectivity service up and running can take 
weeks) the costumer ends up with a patchwork set of services (network and cloud), with the 
usual self-managed control over the cloud service but with no control over the 
network/connectivity service. This is probably one of the biggest gaps between cloud and 
network services that needs to be closed so that cloud and network can be integrated. 

Similarly, AT&T introduced its Virtual Private Cloud service [104] in February 2012. The 
service combines virtual private networking services with cloud infrastructure services. 
Compared to Amazon’s offer, AT&T has the advantage of providing a composed service with 
a single point of contact. In other words, the costumer can purchase both cloud and network 
services directly from AT&T. However, it also lacks an adequate management of the network 
part of the service. 

Although current market solutions are still far from what SAIL envisions, they are a step 
forward and a clear indicator that CloNe is one step ahead of what the market needs in the 
near future.  

It is also important to highlight that the business convergence at the moment seems to have 
two distinct paths: one followed by well settled cloud providers who opt for strategic 
partnerships with some network operators (e.g. Amazon); and another followed by big network 
operators who see the network as a differentiating factor, enabling them to conquer their 
share in the cloud business by providing both typical cloud services and connectivity services 
(e.g. AT&T). 

5.2.2 The Market Tomorrow 

After an overview on how the market is dealing with the network/connectivity side of the cloud, 
we now elaborate on how we believe the market will look like in a near future. 

Today, cloud offers are of three types: IaaS, PaaS and SaaS. There are providers in the 
market that dedicate themselves to a single category (e.g. Terramark, CloudBees, and SAP); 
others that have more complete offers (e.g. Amazon and Google). Services such as Amazon 
VPC or Direct Connect do not actually fit in any of the above service categories, as they can 
be considered as another type of service, complementary to the typical ones, i.e. 
connectivity/network services. However, as stated in the previous section these connectivity 
services are far from fulfilling what are becoming the needs today. 

Following the trend in offering services, we believe that sooner or later operator networking 
services (e.g. BGP/MPLS VPNs) will be provided in a way that will allow them to actually 
complement services like Direct Connect. We believe that a next generation of operator 
networking services will come up, which will differ from the current one by its on-demand 
features, allowing the self-management of connectivity through a self-service portal. In other 
words, certain operator network services will embrace some of the fundamental cloud 
features. 

As an example, Figure 26 tries to illustrate in a very simple way the homepage of a future 
integrated cloud service portal. In this portal, the user will also – apart from the traditional 
SaaS, PaaS and IaaS services – have some control over networking services (NaaS tab), e.g. 
VPN endpoint configuration like bandwidth. The combination of NaaS services with the 
traditional cloud offers is what CloNe is tackling. Thus, CloNe fundamental blocks are the 
foundation for this future generation of cloud services. 
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   Today       Tomorrow 

Figure 26. Cloud Service Integrated Portal 

 
With respect to the business convergence it is expected that the two paths mentioned in the 
former section will remain, with the big cloud providers opting for strategic partnerships in the 
NaaS offer, and with big network operators taking advantage from the network to gaining 
ground in the remaining sectors (IaaS, PaaS, SaaS). 

5.2.3 Service Adoption Determinants  

In order to evaluate the proposed CloNe service design and business adoption determinants, 
in a broad sense, and also to consolidate the identified service business requirements, we 
chose to inquire a small number of people after a CloNe service demonstration to, on one 
hand, validate our previous work and, on the other hand, to test and validate our investigation 
model. The goal was for a revised inquiry to be sent to a wider population group. Focusing on 
CloNe services in an abstract sense and not on one or two specific commercial services 
supported by CloNe technology seems more adequate for the purpose of the experimental 
work being carried out, because it will not confine the respondent view to one specific 
scenario or service, thus allowing for several dimensions relating to CloNe to emerge. 

The SAIL general meeting in Lisbon, which took place on month 18 of the project, provided 
the opportunity for such an inquiry because it was the first time that a public CloNe service 
demonstration was put forward (Figure 27). 
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Immediately after the Clone Service demo, a questionnaire was delivered to the audience in 
order to capture their perceived dimensions regarding the CloNe Service. 

The investigation model that supported the questionnaire modelled the effective CloNe 
adoption as a function of the adoption intention. The latter is modelled as a function of attitude 
towards the adoption behaviour. Attitude is determined by several dimensions and factors 
identified in previous work and tested for their influence in this investigation work. 

This type of investigation models can be traced back to the theory of reasoned action (TRA) 
from Fishbein and Ajzen or the theory of planned behaviour (TPB) [105] that supported the 
technology adoption model (TAM) as discussed in D.A.7 [2], and also to the parallel work of 
Rogers with its Innovation Adoption Model [106]. 

In the recent past this type of model has been used to validate technological innovation 
adoption determinants by the end-users and abundant literature exists on this topic related to 
information systems adoption, telecommunication services adoption and technological 
artefacts adoption (e.g., triple play services, mobile phones or advanced computer systems).  
The model used in this investigation is depicted in Figure 28. Six influential factors 
(independent variables) were considered as hypotheses to understand the CloNe adoption 
intention. The adoption intention itself is a function towards the effective CloNe adoption. Note 
that both the adoption intention and the effective adoption depend on the influential factors 
and thus are considered dependent variables. 

We tried to assess the opinion of the people how saw the Clone demo on the following points:  
(a) does the CloNe service bring to the market an advantage over current services, (b) is it 
compatible with the way people work with cloud services today, (c) is it easy to use, useful and 
secure. 

From the work developed in DA7, namely from the interviews with industry experts and 
potential clients, mobility emerged as a new dimension. Therefore, we introduced this 
dimension in the model to test the degree to which it is perceived as important by the 
respondents. 

Figure 27. Dynamic Enterprise scenario – demo set-up at SAIL Lisbon meeting. 
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4. Usefulness CloNe Adoption 

Intention

H 1 +

H 2 +

H 3 +

H 4 +

H 5 +

H 6 +

H 7 +

Legend:

H – Hypothesis
 

Figure 28. CloNe adoption model. 

 

The questionnaire used for the study, supported on the model above, is depicted in Annex 2. 

The questionnaire had a very good receptivity amongst the present audience and the results 
seem encouraging due to the high level of discussion that it generated. 

From the questionnaire results we concluded that CloNe Service is viewed as (a) compatible 
with the current mind set of potential users, thus favoring adoption, (b) a useful service at 
enterprise usage level, with added usefulness to support temporary events/projects, (c) not 
useful at a personal/individual level. 

Some perceived expected relative advantages and benefits of the CloNe service emerged, 
such as: 

 single supplier of network & IT/IS services; 

 increased end-user autonomy via self-service portals; 

 increased mobility with inclusion of 3G/LTE connection options on the service; 

 an expected cost optimization and connection savings for end-users; 

Moreover, the end-users perceive the CloNe Service as easy-to-use, globally available 
through internet portals and acting as a driver for faster adoption of Cloud Services. 

From the questionnaire emerged also some concerns regarding the service, namely: 

 security and privacy are at the top concerns when regarding short term service 
adoption; 

 peak traffic network availability assurance is a fundamental condition for service 
adoption; 

 experimentation will favor service adoption because adequate QoS & QoE 
concerns were rated of high importance; 
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 technology maturity (or lack of maturity) to date is perceived as an issue to be 
solved over time; 

 adequate SLAs and business models for the corporate segment were considered 
very important, and are related to the expected cost benefit advantage of the 
service; 

Finally the business case for network operators or cloud providers was perceived as very 
complex, correlated with other businesses, and requiring additional reflection. 

5.3 Technical and Industry Architecture 

In the first architecture deliverable D.D.1 [107], a three-layer model of CloNe was defined, a 
framework for characterising virtual infrastructure relative to three different viewpoints: 
resource, single domain infrastructure, and cross-domain infrastructure. Figure 29 illustrates 
the model.  

 

 

Figure 29. CloNe’s Three-Layer Model. 

 
From CloNe’s three-layer model, roles, interfaces and managements functions were defined. 
We will focus on the three generic roles identified by the architecture, due to its importance to 
this analysis. The three roles are transcribed bellow: 

 Administrator – has administrative authority over underlying virtual or physical 
equipment (the administrative domain) used to implement resources. The administrator 
uses management systems to configure and manage resources within the 
administrative domain. 

 Infrastructure Service Provider – offers an infrastructure service that may be used 
by an infrastructure service user to obtain, examine, modify and destroy resources. 

(An Infrastructure Service Provider can be: a CloNe provider; a Cloud provider; or a Network 
provider.) 

 Infrastructure Service User – accesses an infrastructure service in order to obtain, 
examine, modify and destroy resources. 

(An Infrastructure Service User can be: a CloNe end-user when interacting with a CloNe 
provider; a CloNe provider when interacting with another CloNe Provider, a Cloud Provider, or 
a Network Provider.) 

The business model that supported the Lisbon demo tried to be as generic as possible in 
order to capture the different perceptions regarding the CloNe Service and not the perceptions 
towards any specific service supported on the CloNe framework. 
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The VNC for this business model, presented in Figure 30 and Figure 31, is based not only on 
the demo scenario but also on CloNe’s architecture and prototyping details. In Deliverable 
D.A.7 [2] a first VNC for CloNe was presented. However, this VNC was done without 
considering the first technical architecture description of CloNe, which was made available in 
D.D.1 by the same due date as DA.7. Thus, it is prudent to perform a reformulation of the 
VNC, according to the technical information depicted in D.D.1 and also the demonstration 
scenario. 
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Figure 30. Lisbon demo VNC – technical and business interfaces. 

 

It is important to emphasize that in this analysis, delegations from Cloud Providers and 
Network Providers are not considered; however, we do consider the CloNe Provider to act as 
a broker, i.e., a virtual provider that splits the requests and delegates it to the different Cloud 
Operators and the (Global) Network Operator. The scenario only considers one hop 
delegation (D.D.1 [107]), where in a worst-case scenario we can assume that business 
relations not only exist between the broker and the underlying domains but also among the 
underlying domains (to allow DCP interaction between the Cloud Operators and the Network 
Operator – see CloNe-R12 and D.D1 for more information). 
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Figure 31. Lisbon Demo VNC – product & money flows。 

 

5.4 Stakeholder Analysis 

The business analysis done so far has been close to the ongoing technical WP developments. 
That is why we have decided to create a business model around the CloNe Lisbon demo. By 
doing this, there was the inherent risk of getting into a particular case that would divert us from 
CloNe’s overall framework. However, with the interaction with the WP and its prototyping team 
we made sure that the opposite happened. We did enter into a specific market scenario, but 
one that could realize CloNe‘s overall architecture and ease the perception of other possible 
scenarios that can arise from it. 

In this market scenario all the roles and possible actors (players) were identified. We 
considered one actor per role to ensure the generalized perception of CloNe’s framework, 
thus when describing one we are implicitly describing the other. Five actors were identified: 

 Corporate/Enterprise Client – The user of the CloNe service. The client asks the 
CloNe Operator to deploy its (the client’s) application in a CloNe infrastructure. With 
respect to the CloNe service itself, the client only knows about the existence of the 
CloNe Operator. 
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 CloNe Operator – The provider of the CloNe service. In the presented VNC, this 
player is a broker that relies on other players to implement the actual service, namely 
on Cloud and Network Operators. However, its role (CloNe Provider) can be taken by 
either the Cloud Operator or the Network Operator. The CloNe Operator is responsible 
for splitting the request and sending it to the players that have indeed the infrastructure 
that will deploy and support the service. Despite the service being held by different 
players, towards the Corporate Client the CloNe Operator is the one responsible for 
service. 

 Cloud Operator – The provider of Cloud resources.  

 (Convergent) Global Network Operator – The provider of a Flash Network Slice 
(FNS) in the WAN. 

 Individual Client – The end-user retail client. It is the one consuming the application 
that the Corporate Client deployed over a CloNe infrastructure. However, it is not 
aware of the deployment details and only knows about the existence of the Corporate 
Client. 

5.5 Business Models 

CloNe service business model investigation is a complex task due to the disruptiveness that 
the service introduces into the current market landscape. 

On one hand, current market actors, like Cloud Providers and Network Providers, can position 
themselves to offer CloNe Services and thus vertically integrate the service into their current 
business value chain – an evolutionary approach from a business model perspective. On the 
other hand, they can opt for partnerships that will turn out to be a more disruptive approach.  

Moreover, CloNe service capabilities will increase competition on both the connectivity market 
and the Cloud Computing market. Therefore, the overall market value sustainability and 
expansion will require new entrants to broaden the offers leveraged on CloNe at the value-
added services top layers. 

The resolution tentative for elaborating concrete business models is a complex equation that 
seems to be grounded on a few simple and obvious premises, such as (1) CloNe technology 
must be adopted and implemented by Network Operators, (2) CloNe Service must be 
leveraged on Cloud Computing offerings and value-added services hosted on the Cloud, (3) 
the overall (CloNe + Cloud) offering must bring benefits (tangible and/or intangible) to both 
service providers and end-users, in comparison to current market landscape, and finally (4) 
regulation must evolve to enclose the normally accepted regulative principles applied to CloNe 
Service and simultaneously protect end-user and business actors interests whenever 
possible. 

With this much degrees of freedom and uncertainty regarding the CloNe future business 
landscape it seems advisable not to put forward any future business model evaluation at this 
time, apart from the previous qualitative analysis performed above. 

5.6 Security and Privacy in Clouds – Regulatory Analysis 

5.6.1 Background 

The Cloud Computing technologies can be classified into four different types: public 
Clouds, private external Clouds, private internal Clouds and hybrid Clouds [87]. In a 
public Cloud, organizations use Cloud Computing technologies through a Cloud Service 
Provider (CSP).  

In the private external Clouds, Cloud Computing is still offered by a CSP. The difference 
between public Clouds and private external Clouds is in the hardware: in public Clouds the 
hardware is shared among different Cloud customers; in private external Clouds, the hardware 
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hosts the Cloud of only one customer. In private internal Clouds, organizations use Cloud 
Computing technologies within the organization’s data centre.  

The aim of the SAIL cloud networking (CloNe) concept is to complete the Cloud Computing 
picture by addressing the network aspects; the computing and storage resources are 
distributed in the network to allow for better end-user experience and lower the dependency 
on network capacity. An administrative domain in this concept is a collection of physical or 
virtual equipment that is under the management of an administrative authority. The Wide Area 
Networks and data centres are examples of the administrative domains in the CloNe context. 

Since the Cloud Computing and CloNe concept are complementary to each other, the Security 
and Privacy issues of the Cloud Computing are relevant also in the CloNe concept. Trust in 
these complementary concepts is essential if there is to be significant take-up and adoption by 
end-users; especially when private or commercially sensitive data may be stored, accessed 
and processed in remote locations, including for example different countries.  

The key concepts of Security and Privacy have been presented in Annex 1 of this document.   

5.6.2 Generic Security and Privacy issues in Clouds 

Users expect to be able to access and use the cloud services where and when they wish. 
They expect that the cloud provider will prevent unauthorized access to both data and code, 
and that sensitive data will remain private. Also, the cloud provider and governments are 
expected not to monitor their activities.  

In cloud computing, the roles of customers and providers can vary or overlap. Cloud 
computing service providers may be unaware that the data they process or store on behalf of 
a customer is classified as ‘personal data’. However, under the present Directive, a lack of 
knowledge is not a legitimate excuse, and they could still be considered ‘processors’ under 
the Directive [84]. 

ITU focus group on Cloud Computing24 has identified the following security issues with 
respect to the cloud service users [89]: 

 Responsibility Ambiguity. The lack of a clear definition of responsibility among cloud 
service users and Providers may evoke conceptual conflicts. Also, the problem of 
which entity is the data controller stays open at an international scale. 

 Loss of Governance. For an enterprise, migrating a part of its own IT system to a 
cloud infrastructure implies to partially give control to the cloud service providers.  

 Loss of Trust. It is sometimes difficult for a cloud service user to recognize his 
Provider’s trust level due to the black-box feature of the cloud service. There is no 
measure how to get and share the Provider’s security level in a formalized manner. 
Furthermore, the cloud service users have no abilities to evaluate security 
implementation level achieved by the Provider.  

 Service Provider Lock-in. A consequence of the loss of governance could be a lack 
of freedom regarding how to replace a cloud provider by another. 

 Unsecure Cloud Service User Access. As most of the resource deliveries are 
through a remote connection, i.e. non-protected APIs, services is one of the easiest 
attack vector. Attack methods such as phishing, fraud, and exploitation of software 
vulnerabilities still achieve results.  

 Lack of Information/Asset Management. When applying to use Cloud Computing 
Services, the cloud service user will have serious concerns on lack of 

                                                
24 ITU-T Focus Group on Cloud Computing (FG Cloud) was established further to ITU-T TSAG 

agreement at its meeting in Geneva, 8-11 February 2010 followed by ITU-T study groups and 

membership consultation. It was successfully concluded in December 2011. 
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information/asset management by Cloud Service Providers such as location of 
sensitive asset/information, lack of physical control for data storage, and reliability of 
data backup. 

 Data loss and leakage. The loss of encryption key or privileged access code will bring 
serious problems to the cloud service users.  

With respect to the Cloud Service Providers (CSP), the following security issues were 
identified by the Focus Group identified [89]: 

 Responsibility Ambiguity. Different user roles, such as cloud service provider, cloud 
service user, client IT admin and data owner, may be defined and used in a cloud 
system. Ambiguity of such user roles and responsibilities definition related to data 
ownership, access control, infrastructure maintenance, etc, may induce business or 
legal dissention.  

 Protection Inconsistency. Due to the decentralized architecture of a cloud 
infrastructure, its protection mechanisms are likely to be inconsistent among distributed 
security modules.  

 Bylaw Conflict. Depending on the bylaw of the hosting country, data may be 
protected by different applicable jurisdiction. An international Cloud Service Provider 
may commit bylaws of its local data-centres which is a legal threat to be taken into 
account.  

 Shared Environment. Cloud resources are virtualized and different cloud service 
users (possibly competitors) share the same infrastructure. Any unauthorized and 
violent access to cloud service user's sensitive data may compromise both the integrity 
and confidentiality.  

 Abuse Right of Cloud Service Provider. For a cloud service user, migrating a part of 
its own IT to a cloud infrastructure implies to partially give control to the Provider. This 
may lead to a mis-configuration or malicious insider attack. 

The specific Security and Privacy issues in the CloNe concept have been explained in Annex 
3. 

5.6.3 Legal framework 

The networks today are in general more open than in the past and one weak link affects the 
integrity of the whole system. The growth of spam, viruses, spyware and other forms of 
malware, which is undermining users’ confidence in electronic communications, is partly due 
to that openness. To ensure the security of these critical infrastructures and to protect the 
citizens’ privacy The European Union has taken several measures for ensuring the security of 
these critical infrastructures and to protect the privacy of its citizens. 

In the EU’s Privacy Directive (EC Directive 2002/58/EC) [44] and Data Protection Directive 
(Directive 95/46/EC) [80] privacy in the processing of personal data and the confidentiality of 
communications are recognised as fundamental rights that should be protected.  

The Privacy Directive requires the Member States to harmonise and ensure an 
equivalent level of protection of the right to privacy with respect to personal data in the 
electronic communication sector. Regarding confidentiality of communications, the 
Privacy Directive says that EU member states shall ensure the confidentiality of 
communications and the related data traffic through the national legislation. In 
particular, they shall prohibit listening, tapping, storage or other kinds of interception or 
surveillance of communications and the related traffic data by persons other than 
users, without the consent of the users concerned. 

The Data Protection Directive prohibits the transfer of personal information to any 
country that does not have adequate privacy laws. As a result, EU member states 
have implemented legislation that prohibits the transfer of personal information from 
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the EU to third countries unless such countries have adequate privacy protection in 
their laws [77]. 

For comparison, the United States do not provide adequate privacy protection from the 
European point of view [87]. To address this problem, the European Commission and the 
United States Department of Commerce negotiated the Safe Harbor agreement, which is only 
applicable to transfers between the United States and the European Union. Organizations 
outside the United States that have business operations within the European Union, have to 
rely on different mechanisms to adhere to the Transborder Transfer principle from Directive 
95/46/EC. This principle requires that personal identifiable information can only be transferred 
to those countries that are deemed to provide adequate security.  

5.6.4 Status of Security and Privacy regulation in Clouds 

In Europe, processing of personal data is mainly regulated by the Data Protection Directive 
95/46/EC, which is currently under revision. The Directive imposes quite stringent duties and 
obligations on the actors of such processing, mainly on the ‘Controller’25 but also on the 
‘Processor’26. The facts that personal data can be rapidly transferred by the Cloud Service 
Providers (CSPs) from one data-centre to another and that the customer has usually no 
control or knowledge over the exact location of the provided resources (the ‘location 
independence’ concept described in the article Cloud Computing Legal Issues: An Overview 
(Part 1/2)), stimulate customers’ concerns on data protection and data security compliance 
[86]. 

On 25 January 2012, the European Commission proposed a comprehensive reform of the EU 
data protection rules. The draft European Data Protection Regulation is meant to supersede 
the EU Data Protection Directive from 1995. According to the EC, the new rules will 
strengthen online privacy rights and boost Europe’s digital economy. The reform of the 
outdated privacy rules reflects that technological progress and globalization have profoundly 
changed the way data are collected, accessed and used [81]. 

Article 4 of the Data Protection Directive [80] requires the Member States to apply data 
protection rules to controllers who process personal data in the 'context of the activities' of 
their EEA (European Economic Area) 'establishment', or who are not 'established' in the EEA 
but, for purposes of processing personal data, 'makes use of' equipment (or 'means') situated 
in the EEA [83]. However, the application of article 4 to Cloud Computing is complicated 
by the fact that many cloud computing service providers don't own the data centres or 
equipment they use, and may well use the resources of other clouds. Those other Cloud 
Service Providers in turn may ultimately use data centres and servers rented by third parties. 
This means that the cloud users don't necessarily know in which data centres, or even 
countries, their data are stored or where their processing operations are run.  

In addition, the data protection laws may differ between EU member states. There are also 
practical issues relating to whether the Directive can be enforced in non-EU countries. 
Clarification is therefore needed in the updated Directive on which country’s security 
requirements and other rules apply to a Cloud Computing user or provider [84]. 

The Governance models and processes need also to take into account the specific issues 
arising from the inherently global nature of the Clouds. Data is subject to specific legislative 

                                                
25

 Controller means the natural or legal person, public authority, agency or any other body which alone or jointly 
with others determines the purposes and means of the processing of personal data. Processing of personal data 
(Processing) means any operation or set of operations which is performed upon personal data, whether or not by 
automatic means, such as collection, recording, organization, storage, adaptation or alteration, retrieval, 
consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or 
combination, blocking, erasure or destruction. 
26 Processor means a natural or legal person, public authority, agency or any other body which processes personal 

data on behalf of the controller.  
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requirements that may depend on the location where they are hosted, and for what purposes 
they are processed. Different countries have different laws regarding which kind of data may 
be hosted where and how it is to be protected. Within the Cloud, data/code may be hosted 
anywhere within the distributed infrastructure, i.e. potentially anywhere in the world [85]. 

Clarification of applicable law governing the flow, processing and protection of data is 
desirable, so that both Cloud customers and Cloud Service Providers have a clear 
understanding of which rules apply where and how. While there is no question that the Privacy 
Directive, like other EU Directives, applies to Cloud services, questions do arise as to how and 
to what extent they apply (geographic and potential subject-matter limits), as well as how they 
should apply to maximise the potential benefits of those services, while still providing the 
appropriate level of personal data protection [85]. 

The Cloud Computing Providers hold massive aggregations of customer data. Release of 
these data, whether accidentally or through the action of a malicious third party, can harm 
customers particularly if those customers are unaware of the breach. The loss of service 
continuity and network integrity may be part of breaches, in general, as well. The current 
European breach notification regime (introduced recently under the Telecommunication 
Framework Directive (Article 13a) and e-Privacy Directive (2002/58/EC)) only applies to 
providers of electronic communication services, thus excluding most Cloud Service Providers 
and other businesses, which does not help to build trust with Cloud customers [85]. 

To ensure the growth and adoption of cloud computing, it will be necessary to find 
technological and policy solutions for ensuring privacy and assuring information security. 

As a summary, the key regulatory targets for Security and Privacy in Cloud Computing are 
listed in the following [85], [92], [93]: 

 Promote the Digital Single Market to encourage efficient cross border cloud 
services; harmonised implementation of all relevant Directives and legislative 
instruments are needed in the EU and in the global context.  

 Balance of interests in protecting privacy and in fostering the EU-wide and global use 
of cloud computing services; Europe to become not only cloud-friendly but cloud-active 
to fully realise the benefits of cloud computing; Note: the current laws may discourage 
non-European users from using EU-based cloud computing providers or making use of 
European data centres. 

 Privacy legislation is looked at in a global context and its compatibility with Cloud 
Computing has to be ensured; Cloud Computing has to be facilitated in Europe and at 
a global level; Different jurisdictions / regions shall cooperate to develop interoperable 
requirements that facilitated information flows with appropriate security and privacy 
protection. 

 Foster interoperability and data portability in the Cloud; Endorse technology 
neutrality and promote competition; Avoid mandated standards or preferences that 
could frustrate, rather than promote, on-going interoperability efforts of the industry at 
large and among the vendors providing Cloud services and solutions.  

 The applicable law must be easy to define; A single set of rules on data protection, 
valid across EU, shall be set up; A legal framework is needed that can be applied 
across borders, which gives users the means to exercise their rights across borders, 
which is based on the concept of accountability and draws on technological controls 
and self regulatory codes and mechanisms as supported by Articles 17 and 27 of the 
Directive 95/46/EC.  

 The right to be forgotten, i.e., the right for the individual to request deletion of his/her 
personal data. 

 Increased responsibility and accountability for those processing personal data. 
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5.6.5 Analysis of issues and regulatory approaches 

There are at least three levels at which Security and Privacy could be regulated, each with 
benefits and drawbacks [91]:  

 Government regulation 

 Industry self-regulation  

 Consumer or market regulation 

The most obvious place to regulate privacy is at the governmental level. Governments are 
responsible for writing laws and regulations, and people look to governments to lay down clear 
rules that prevent harms to the public.  

Another level at which to regulate privacy is at the industry level. Industries can develop 
principles and practices that reflect consensus on the best approach to privacy. In "industry 
self-regulation," a network of leading companies may require their business partners to meet 
industry standards on privacy.  

Finally, there is consumer or market regulation. Consumers are in the best position to know 
their desires with respect to privacy, and they are in the best position to enforce the terms of 
their desires through their choices in the marketplace.  

The different approaches have been analysed from the regulatory goals’ perspective in Table 
11. The goals were introduced in section 5.6.4. 

Table 11. Regulatory approaches in Clouds for Security and Privacy. 
Criteria (Regulatory 
targets) 

Government regulation Industry self-regulation  Consumer or market 
regulation 

Promote the Digital Single 
Market 

Yes. Agreements between 
governments are needed. 
 
Yes. Citizens expect that 
governments lay down 
rules that prevent harms 
to the public. 
 

Yes. Industrial players can 
reach the consensus e.g. 
on the standards for the 
interoperability of the 
cloud systems. 
 
Yes. Industries can 
develop principles and 
practices that reflect 
consensus on the best 
approach to security and 
privacy. 
 
No. Industrial players 
cannot agree e.g. on the 
single set of rules for 
managing security and 
privacy across different 
regions. 

No. Different standards 
and rules for managing 
security and privacy may 
exist depending on the 
service provider. 

Balance of interests Yes. Balancing the 
interests in protecting 
security and privacy, on 
one hand, and fostering 
EU-wide of cloud 
computing services, on 
the other hand, can be 
agreed at least on the EU 
level. 
 
No. Balancing the 
interests across regions 
(Europe, America, Asia) is 
almost impossible. 
 
 No (all approaches). How 
to control many types and 

Yes/No. Industrial players 
try to realise the benefits 
of the cloud computing. 
However, the success will 
depend on whether the 
consumers or corporate 
users trust in the security 
and privacy levels. That 
depends on the service in 
question. 
 
No. There will be 
variations of balance in 
different regions and 
countries. 
 
No. Commercial interests 

Yes. Consumers and 
corporate users can 
choose whether to deal 
with businesses who 
promise them a given 
level of security and 
privacy. CPSs who offer 
security and privacy that 
pleases consumers and 
corporate users succeed. 
 
No. Where some 
consumers may have very 
strict senses of privacy, 
others have fewer 
reservations about 
revealing personal 
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uses of information in 
balance with encouraging 
the commercial 
exploitation of cloud 
services. 

may lead to breaches in 
using information. 
 

information and receiving 
benefits of participation on 
commercial life. 
 

Security and privacy 
legislation is looked at in a 
global context and its 
compatibility with Cloud 
Computing has to be 
ensured 

Yes. Security and privacy 
legislation and its 
compatibility with Cloud 
Computing can be agreed 
at the European level or in 
any other region. 
 
No. The compatibility of 
the security and privacy 
legislation with the Cloud 
Computing is difficult to 
reach across regions. 
 
No. The different levels of 
privacy are difficult to 
regulate. Consumers may 
have 

 strict senses of 
privacy  

 less reservations 
about revealing 
personal information 
 

No. New uses of 
information could be cut 
off. 
 

Yes, but only at the 
regional levels. 

No. Market regulation is 
not allowed in some 
regions. 

The applicable law must 
be easy to define 

Yes. The governments 
(EU Commission) can 
agree on the applicable 
law. 
 
Responsibility and 
accountability of those 
storing and processing 
data can be defined. 
 
The agreement on the 
applicable law across 
regions would be difficult 
to reach. 

No. The Industrial players 
have no mandate to agree 
on the applicable law. 
 
No. Depending on the 
bylaw of the hosting 
country, data may be 
protected by different 
applicable jurisdiction. 
This may lead to reduced 
use of cloud services. 
 

No. Consumers have no 
mandate to agree on the 
applicable law. 

The right to be forgotten Yes. The governments 
can enforce the rule ‘to be 
forgotten’. 

Yes. The consensus on 
the right ‘to be forgotten’ 
can be reached between 
the companies of good 
reputation. 
 
No. Rogue companies, 
that do not want to follow 
industry standards, may 
take the opportunity to 
charge 
 

No. Consumers cannot 
enforce to be forgotten by 
the Cloud Service 
Provider. 

Increased responsibility 
and accountability 

Yes. Governments and 
define and enforce the 
responsibility and 
accountability for Cloud 
Service Providers. This is 
challenging, however, 
because the data may be 
located anywhere. 

No. Definition of 
responsibility and 
accountability across 
regions and countries is 
challenging for the 
industrial players.  
 
Lack of clear definition of 
responsibility among 

No. Consumers have no 
power to define nor to 
enforce responsibility and 
accountability within and 
across regions and 
countries. 
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cloud service providers 
and users may evoke 
conflicts. 
 

 

The table above summarizes how the different regulatory approaches would contribute to the 
different regulatory targets. The Government regulation would promote most of those targets 
and the Industry self-regulation also many of them. Clearly, the Consumer or market 
regulation would have most difficulties to promote any of the targets; in this approach the 
CPSs, which offer the Security and Privacy that pleases consumers and corporate users, 
would succeed, but most of the issues of the Security and Privacy would remain unresolved. 

5.6.6 Summary 

Several Security and Privacy issues related to the Clouds have been identified both on the 
Cloud Service Provider side and on the Cloud Service customer side. These issues may be 
quite complicated arising from the inherently global nature of the Clouds. The wide scale of 
deployment of cloud computing services can trigger a number of data protection risks, mainly 
a lack of control over personal data as well as insufficient information with regard to how, 
where and by whom the data is being processed or sub-processed. 

Data is subject to specific legislative requirements that may depend on the location where they 
are hosted, and for what purposes they are processed. Different countries have different laws 
regarding which kind of data may be hosted where, and how it is to be protected. Clarification 
of applicable law governing the flow, processing and protection of data is desirable, so that 
both Cloud Users and Cloud Service Providers have a clear understanding of which rules 
apply where and how.  

In the beginning of this year (2012) the European Commission proposed a comprehensive 
reform of the EU data protection rules. It is meant to supersede the EU Data Protection 
Directive from 1995. The reform of the outdated rules reflects that the technological progress 
and globalization have profoundly changed the way the data are collected, accessed and 
used. In this context the industry recommendations to EU Commissioner Neelie Kroes on the 
orientation of a European Cloud Computing strategy has stated that “The EU needs to 
become not only Cloud-friendly, but Cloud-active to fully realise the benefits of Cloud 
computing. Besides allowing for the provision of Cloud computing in its various forms, the 
relevant environment in the EU has to address the needs of end users and protect the rights 
of citizens. At the same time, it should allow for the development of a strong industry in this 
sector in Europe” [85]. 

5.7 Conclusions 

In this chapter a business analysis of CloNe was performed more focused on the enterprise 
market sector. In this analysis we highlighted some of the business drivers behind CloNe, 
provided an overview on CloNe’s ecosystem with special focus on the current state of the 
market and on what we believe to be the market in a near future, showing that CloNe is on the 
right path to serve the market of tomorrow. Moreover, we evaluated on the service adoption 
determinants. The technical and industry architecture as well as stakeholders were also 
studied. The business model issue was brought up, were the uncertainty regarding the CloNe 
future business landscape was highlighted, which makes it risky to put forward any detailed 
future business model evaluation now. Finally, a regulatory analysis was performed on the 
security and privacy aspects of cloud computing. 

In this study, three different approaches for regulating Security and Privacy in Clouds were 
analysed and compared and the results are seen to be relevant also in the CloNe context. 
None of the three approaches promotes all regulatory targets, but Government regulation 
would do that the most. However, balancing the interests and agreeing on the applicable law 
across regions would be very difficult also in this approach. It would also be difficult to control 
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many types and uses of information in balance with encouraging the commercial exploitation 
of Cloud Services.  

Industry self-regulation does also support many of the regulatory targets, but it would be 
difficult to agree on the single set of rules across different regions. Also, the industrial players 
would not have a mandate to agree on the applicable law, anywhere. The definition of 
responsibility and accountability would be challenging for the industrial players, and the lack of 
them would evoke conflicts. Regarding Consumer or Market regulation, consumers and 
corporate customers can choose whether to deal with businesses who promise them a given 
level of Security and Privacy. However, where some consumers may have very strict senses 
of Privacy, others have fewer reservations about revealing personal information. In the end, 
those Cloud Service Providers, who offer Security and Privacy that pleases most consumers 
and corporate customers, will succeed. 

In the end, achieving Trust in Clouds needs the European and global level actions. The 
European Commission proposed on 25 January 2012 a comprehensive reform of the EU's 
1995 data protection rules to strengthen online privacy rights and boost Europe's digital 
economy. And as Vice-President Neelie Kroes said in the press-release (Brusses, 27 
September 2012): "Cloud computing is a game-changer for our economy. Without EU action, 
we will stay stuck in national fortresses and miss out on billions in economic gains. We must 
achieve critical mass and a single set of rules across Europe. We must tackle the perceived 
risks of cloud computing head-on." 
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6 Business Recommendations 

Based on the business analysis earlier in this document and in D.A.7, several business 
recommendations for the technical development of each technology are proposed in this 
section. Though the recommendations are all meant for supporting the technical development, 
they arise from three different aspects: business, social and regulation, and are marked with 
B, S and R, respectively. 

6.1 Business Recommendations for NetInf 

This section presents requirements for NetInf in general, identified during the socio-economic 
analysis conducted for earlier SAIL Deliverables D.A.1 [1] and D.A.7 [2]. The requirements are 
relevant to all types of communication (content distribution, interactive web services, person-
to-person, and machine-to-machine), but they originate from the NetInf TV scenario, which 
focuses on commercial content distribution from providers to consumers. Interestingly, many 
of the identified requirements are discussed in the security section of Deliverable D.B.1 [17]. 
Actually, security threats are often more interesting from the business than security 
perspectives, since security is rarely a good selling point itself. Thus, emphasising the 
business relevance of the identified security threats is a recommended strategy. 

The requirements are identified and explained below, each being identified with the letters B, 
S, or R, highlighting if the requirement is related to Business, Social or Regulation aspects, 
respectively. 

NetInf-R1: NetInf should be able to accommodate conflicting stakeholder interests (B, 
S, R) 

Stakeholders may have conflicting interests and objectives when it comes to content 
delivery. End-users and their content service providers are interested in improving end-
user experience, e.g., by minimising the latency or maximising content freshness, 
whereas Internet Service Providers may be more interested in minimising network 
traffic. One objective, transport cost minimisation, is common to all stakeholders, but 
often the cost reduction for one stakeholder leads to cost increase (or other negative 
impact) for another. Balancing stakeholder objectives, so that every stakeholder would 
be satisfied, may not be possible, but the successful deployment of NetInf requires 
that, at least, all stakeholders that can affect (either positively or negatively) the 
deployment are satisfied. 

This requirement covers many of the other requirements and can therefore be taken as 
a general guideline. 

NetInf-R2: NetInf should allow flexible and versatile control over request routing (B) 

If the content is available in multiple locations, where to serve content requests is the 
most interesting business question. In an optimal case, end-user, content provider and 
all the ISPs on the path between them should be able to signal their preferences. 
However, it is not certain which of the stakeholders should make the final decision, 
even though the most successful of the early ICN architectures (CDN, CP-controlled 
P2P) allow content providers to make that decision. From the perspective of this 
requirement, the name resolution-based operation of NetInf seems more feasible than 
the name-based routing one because NRS provides a natural control and 
management point, which seems to be missing from the name-based routing mode. 
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NetInf-R3: NetInf should to be able to deliver guaranteed and differentiated QoS without 
questioning net neutrality (B, R) 

Neither is every piece of content equally important nor does it have the same QoS 
requirements. The emergence and success of CDNs suggests that a need and 
willingness to pay for “better than best effort” quality exists in the market. Therefore, 
NetInf should allow different stakeholders, most notably content providers who seem to 
have largest interest for paying for quality [108], to flexibly control content caching. 
This comes back to cache management algorithms, methods to signal preferences, 
and mechanisms to charge for differentiated QoS. One concern that may emerge 
relates to net neutrality, especially if an actor that serves also its own content through 
the same system controls caching. NetInf as a technology may have difficulties in 
solving this problem, but the more transparent the ICN is, the more difficult it is to 
violate net neutrality. 

NetInf-R4: NetInf should have space for a platform that controls content distribution (B) 

The success of the proprietary CDN model (Akamai style) suggests that a platform can 
more easily solve the coordination challenges of content distribution (e.g., related to 
cost allocation, contracting, QoS guarantees and content usage statistics) than 
distributed, end-to-end solutions. On the other hand, platforms being able to internalize 
the positive network effects, such as platforms on two-sided markets [108], have a 
tendency to become monopolistic or oligopolistic, which may not be desired. 
Therefore, encouraging platform owners to collaborate by devising open standards, 
interfaces and information structures may be recommendable to increase competition. 

NetInf-R5: NetInf should be able to limit the content access to authorised users (B) 

This requirement has been identified in the security section of Deliverable D.B.1 [17], 
but the used terminology (e.g., bad user) refers more to a security threat involving an 
attacker rather than to plain business incentives of content owners or providers to limit 
the usage to those who have registered (and possibly paid) for the content. The 
solution should scale to large number of users and constant changes in authorisations. 

NetInf-R6: NetInf should be able to collect content usage and delivery information (B) 

Content usage parameters, such as number and timing of content requests or 
information about content requestors, and content delivery parameters, such as cache 
server load, end-to-end delays, or cache hit ratio, are important information for the 
content providers whose business depends on their availability. For example, the 
payments to content makers and from advertisers may depend on the number of 
requests. Also, tracking the end-user experience is vital for content providers to survive 
in competition for end-users’ attention. 

NetInf-R7: NetInf should have a mechanism to control where the content is cached (B, 
R) 

Even though for NetInf content is just bits, the bits may contain some information that 
should not be stored everywhere. For example, a government may require that health 
care data are stored only on domestic servers, which would limit the cache locations. 
Additionally, cache owners are not interested in being responsible for the content they 
cache. Thus, NetInf caching needs to fit to the legislative framework so that cache 
owners are not held responsible for the cached content. 
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NetInf-R8: NetInf should share information about network state between stakeholders 
as transparently as possible without revealing business secrets (B) 

Cache owners may decide to hide critical information, or provide inaccurate 
information about the state (load, congestion, etc.) of cache servers or other network 
elements, in order to affect the content delivery, fearing that such sensitive information 
could be used for espionage. For instance, a cache owner may want to promote the 
content delivery by an overloaded server due to lower cost although this would imply 
degraded QoE for end-users. Therefore, to avoid misuse and conflicts related to 
asymmetric information between different stakeholders, NetInf should promote 
transparent operation at an acceptable level (i.e., reveals enough, but not too much). 

NetInf-R9: NetInf should ensure that the end-users get the IOs they wanted (S) 

Current P2P networks suffer from the pollution problem [109] where end-users often 
do not get the content they want but rather some spam with the same name. Globally 
unique names may solve this problem only partially because often the problem relates 
more to choosing the right object from a set of available candidates based on their 
metadata including, for example, content name or description. The source/content 
owner identification available in the meta-data may help here but also trust and 
reputation systems [110] used, for example, in P2P networks could be helpful to 
differentiate real content from spam. 

NetInf-R10: NetInf deployment should extend stepwise from small-scale intra-domain 
deployments towards wide-scale and inter-domain deployment (B) 

A new technology faces challenges when trying to get the acceptance from the market 
with incumbent solutions. This holds true especially for technologies with substantial 
network effects, such as NetInf. Facilitating sub-network adoption, i.e., adopting 
networking technology first in intra-domain scope, has been identified as a strategy to 
avoid the bootstrapping problem where the benefits of technology adoption realize only 
after a certain number of potential end-users (known as critical mass) has adopted the 
technology [33]. Consequently as Section 3.5 suggests, for example ISPs should start 
using NetInf first inside their own network and only later extend to inter-domain 
business models including transactions with other stakeholders. 

6.2 Business Recommendations for OConS 

As already stated before, the Open Connectivity Services (OConS) scenario has several use-
cases to highlight different aspects of the work being developed. Use-Cases 1 and 3 have 
been considered the most important ones for a business analysis perspective.  

The business recommendations for the use-case 3 have been already presented in Section 
4.2. Below, the business requirements for the Use-Case 1 are presented. This Use-Case has 
already been analysed in Deliverable D.A.7 [2]. It focuses on the development of Wireless 
Mesh Networks (WMNs), which have the ability to provide connection to the Internet in areas 
with difficult or limited access to the network by connecting several devices together. This can 
revolutionise mobile network technology and network architectures. Regarding requirements 
for technical work, WMN solutions require a service infrastructure that ensures the following, 
as presented in D.A.7. Some of these requirements are very much generic for any similar 
solution, but nonetheless, they must be taken into account when developing a business model 

OConS-UC1-R1: Need for regulatory concerns (B, R) 

The technology that is being created, as any new technology, will need new regulation 
prospects. A down to business approach can facilitate and prevent the call for 
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regulation in the initial situation, and reduce the interference caused by new regulation 
where it appears. 

OConS-UC1-R2: Back-office transaction operations (B) 

Back-office transactions should include billing for different user groups, subscriber 
management, and pre- and post-paid billing systems, as well as credit card paying 
options (predominantly to support expatriate subscribers), one-time password, scratch 
cards, and e-voucher solutions. 

OConS-UC1-R3: Security (B, S) 

Sufficient security with authentication and authorisation steps to prevent misuse and 
achieve accountability of resources usage is needed. Also a combination of factors 
that describe the integrity of a system and its users must be taken into action. This 
requirement should also be applied for including the security of users over the network, 
as well as the secure transport of information.  

OConS-UC1-R4: Efficiency (B) 

The network management must be efficient. In this requirement, the following topics 
and actions must be evaluated: Operational costs – one can expect a maximum of 
efficiency in areas such as Business processes, work performance and levels of 
capital costs; Flexibility – a high capacity is required to deal with the market needs, in 
order to provide a good level of service; Collaboration – all the areas that this new 
technology combine must have high levels of joint performance; Information Flow – 
this is a key area for efficiency, since without a good information flow, all the 
technology approach and implementation can be questioned. 

OConS-UC1-R5: New transport paradigms and a new application protocol design (B) 

A new way of implementing a service was created and, in order to succeed, it must be 
supported by all players. 

OConS-UC1-R6: Capabilities (B, S) 

The new service presented to the market must contain and have developed roaming. 
This new technology should also enable nodes to constantly take benefit of intelligent 
network services, in order to improve QoE and reduce the cost of deployment and 
network operations. These new capabilities must reduce the costs and the complexity 
of deploying a new network, and accelerate the troubleshooting and the capability to 
analyse the impact of data on the network. 

OConS-UC1-R7: Adaptive Network Architectures (B) 

The infrastructure for self-service and service lifecycle management, roaming, clearing 
house and settlement functions must be created for a good performance of the mesh 
networks. In this case, the technology developed in Use-Case 1 must have adaptive 
network protocols for a proper use of the service that will be implemented.  

 

6.3 Business Recommendations for CloNe 

For commercial CloNe services to have a general market acceptance, some business 
requirements must be identified and considered during service design and prototyping; 
therefore, a minimum set of business requirements for this service are put forward below. 
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These requirements intend to draw the attention to factors that may impact a successful 
commercial deployment of CloNe in the future. Some of these requirements have more and 
others less impact at the technical level, but either way CloNe’s development on WPD must 
have in mind these requirements, stating in the end of the project to what extent the 
developed work complies with them. 

Note that, in Deliverable D.A.7 [2], the adoption determinants of the CloNe service were 
analysed in the light of the perceived service perspective from the enterprise client and the 
network operator actors towards the Dynamic Enterprise scenario. Some of the requirements 
pointed out below came from that analysis, again being identified as being Business (B), 
Social (S), or Regulation (R) related. 

CloNe-R1: CloNe should be able to support end-user mobility (B, R) 

It emerged clearly from D.A.7 [2] that mobility is today a fundamental requirement for service 
adoption in the corporate context. Clients of the enterprise sector expressed large interest in 
the service concept if it could be applied also to their 3rd Generation (3G)/Long Term 
Evolution (LTE) wireless access solutions. Recurring questions on the interviews from clients 
were: "How does this cloud networking service concept relate to the access network, namely 
to mobility scenarios?", or “Can we use the CloNe service to access my service while on the 
move?”. When combining mobility needs and technological trends of high bandwidth wireless 
solutions, such as LTE, most of the interviewed clients asked if they could use the cloud 
networking service to access their Information Technology (IT) / Information System (IS) 
resources when they are on the move. 

Even if CloNe’s technical WP does not directly address mobility scenarios, it should not 
neglect to emphasize CloNe’s ability to support such scenarios. In line with this thought comes 
the next requirement, CloNe-R2. 

We believe that despite this requirement coming from the enterprise segment, it also applies 
to other market segments. 

Regulatory issues also arise in relation to this requirement, because the mobility concept 
extends to international mobility if the service is to have broad success. 

CloNe-R2: CloNe technical and business requirements on the Access and Edge 
Networks (B, R, S) 

CloNe’s architecture description (Deliverable D.D.1 [107]) defines a FNS as an abstraction of 
the basic network resource that can be instantiated on different types of networks, focusing on 
existing or near-term protocols and systems. This description focuses on the core network 
segment of the network operators, but strongly relies on edge and access network 
capabilities, namely availability, reliability, broadband throughput capacity, geographical 
coverage, access and edge technology used, roaming capabilities, etc. At the same time, 
nothing in the architecture prevents an FNS from being instantiated over a 3G/LTE network. 
Therefore, CloNe minimum technical requirements on edge and access network segments 
should be described by WP-D. The ability for CloNe to rely on OConS in such scenarios 
should also be considered. This requirement also relates to CloNe-R1. Also a business model 
impact analysis should be performed, in order to account for the impact of the access network 
business model in the overall CloNe one, from the end-users as well as the network operator 
perspectives. 

CloNe-R3: CloNe should be able to support resource mobility/migration (B, R) 

Mobility is a requirement for CloNe, not only at the end-user level (CloNe-R1) but also at the 
resource level (the former naturally implies the latter). Resources must be able to migrate 
whether to respond to a user’s request or to optimise resource allocation, which sometimes 
helps preventing SLA violation. 

The migration of computing resources (virtual machines) is a reality within data centres and 
also between data centres, thus CloNe cannot aim for less. From computing resources to 



 

Document: FP7-ICT-2009-5-257448-SAIL/D2.8  

Date: 2012-10-31 Security: Public 

Status: Final Version: 1.0 

 

SAIL Public 86 
 

network resources, CloNe must be able to support (to some extent) the mobility of its 
resources. One of the biggest challenges of CloNe lies in the operator’s network, where such 
functionalities do not exist today, neither at the Operations Support System (OSS) level nor at 
the Business Support System (BSS) level. 

In an ideal approach, CloNe should embrace live migration as a natural function, however as 
stated in D.D.1 [107] this is not a simple task.  

CloNe-R4: CloNe should have a mechanism to control and audit where resources are 
located (B, R) 

Resource and information location are a major concern (constrain/restriction) in Cloud 
environments, from either a business, regulatory or end-user perspective. CloNe should have 
the means to be aware of the location of the virtual resources for a given moment in time and 
also be able to provide such information to external entities (e.g., end-users, regulatory 
entities). 

CloNe-R5: CloNe should possess end-to-end information regarding the state of 
resources in use (B, R) 

Service-Level Agreements (SLAs), especially those in the Cloud and Telco business, rely on 
probability information (e.g., availability of a service). In order to support such SLAs, end-to-
end information from the support infrastructure is required (e.g. deterministic, statistical or 
probabilistic information). Information flowing between different administrative domains 
(different actors) will naturally have a smaller degree of detail to prevent the disclosure of 
relevant actor-specific business information. 

CloNe-R6: CloNe must emphasize in which way it improves the reliability of today cloud 
computing solutions (B) 

Knowing that every now and then cloud services get interrupted, CloNe should promote itself 
in the market by pointing out its key advantages and reliability improvements over today’s 
cloud computing solutions. Cloud Computing keeps on conquering the market at a high rate 
and CloNe must highlight the “plus” that it adds to it. 

CloNe-R7: CloNe must highlight how it will handle applications (B) 

Deploying and managing (virtual or physical) infrastructure for supporting complex 
applications is not a simple task. Which management tools will be available with CloNe to 
facilitate that? How do CloNe management tools compare to other management tools 
available in other cloud computing solutions? 

Moreover, who should manage the elasticity of the application, the application or CloNe If it is 
CloNe what are the interactions/interfaces between the application and CloNe which allow 
CloNe to know how to extend/reduce resources? Is there a specific programming 
model/architecture that should be respected to use the elastic feature of CloNe? If the 
application is the one that will manage the elasticity, then what are the management tools 
available to monitor and adjust the resources used by my application? 

CloNe-R8: CloNe must provide a single commercial focal contact point to the end-users 
(B, R) 

Again, from D.A.7 [2] emerged the need for a single commercial focal contact point to the end-
users in order to favour service adoption. In DA.7, respondents stated that it is easier to hold a 
single entity than several entities responsible for any occurrence in the IT/IS solution; and that 
it is preferable to manage a single invoice for IT/IS systems than several ones. In other words, 
there should not be any delegation of responsibilities from the end-users perspective. 

End-users do not need to have full visibility to all of the managed domains that support their 
solutions, as long as they have a single entity accountable for the service and the Service 
Level Agreement (SLA), thus, regulation and clear responsibility assignment to the entire 
supply chain must be established. 
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CloNe-R9: CloNe should provide IT/IS systems that can evolve and be customised for 
end-users specific needs (B) 

Clients expected that the administration of IT/IS systems can be done effortlessly by the 
enterprise (either directly on a self-service tool or API or via HelpDesk in Software as a 
Service (SaaS) model). CloNe should provide an easy to use Web Service Interface or a 
standard API for IT/IS systems, in order for end-users to be able to take advantage of the 
CloNe service offerings with ease of use and evident relative advantage when facing other 
solutions. 

CloNe-R10: CloNe should exhibit a two flavour service – autonomous & on-demand 
self-service (B) 

Scalability is a fundamental feature of CloNe, thus, it must have (B/OSS) systems to 
constantly monitor resources and scale them automatically. Moreover, it should also have an 
on-demand self-service portal for management with human interaction. Additionally, enterprise 
end-users expect that these systems can evolve and be customised for the specific needs of 
each enterprise. 

CloNe-R11: CloNe should provide self-service portals to manage services based on a 
use-case choice (B) 

In order to expedite the service adoption and remove complexity from the service usage, 
service interfaces should be self-explanatory and very much focused on end-users business 
context, e.g., “If you want to interconnect two High Definition (HD) video-conference points 
chose this option”. This suggests an interface able to hide the complexity from the end-user as 
much as possible, which also may avoid the reservation of unnecessary resources. Naturally, 
it is difficult to tackle all possible situations. Nevertheless, CloNe should be able to, at least, 
provide some possibilities, mainly those related to the scenarios and use-cases defined in 
Deliverable D.A.1 [1]. Moreover, it should provide the ability to add more usage use-case 
choices as the service evolves over time.  

CloNe-R12: SAIL and Traffic Prioritisation, Net-Neutrality and Service Assurance (B, R) 

The CloNe architecture offers the capability to manage physical and virtual resources, 
distributed through several network domains with self-managed dynamic connectivity service 
capabilities, thus, enabling enhanced QoE, performance, and reliability for end-users 
compared with pre-SAIL scenarios. This concept will implicitly require non-net-neutrality 
scenarios and traffic prioritisation rules across all of the managed domains, in order to 
guarantee the final QoE promised to the end-users. In addition, service assurance capabilities 
across the entire managed domains must be guaranteed to end-users, which imply network 
element troubleshooting capabilities across the entire managed domains, in an integrated 
end-to-end view. 

CloNe-R13: CloNe’s cost element estimates in the operator network (B) 

Additionally, if CloNe is to ever see the light of day in commercial implementations, a network 
operators’ cost-benefit analysis must be sufficiently attractive for them to deploy the CloNe 
technology in their networks. Cost element estimates should be put forward from the technical 
group in WP-D, in order for WP-A to be able to build a cost structure for CloNe deployment in 
a network (CAPEX + OPEX estimates should be put forward). 

CloNe-R14: CloNe should make sure that its proposed architecture can be supported 
by at least one business model 

The CloNe architecture allows different possible (implementation) scenarios. However, CloNe 
cannot forget that these scenarios must be held by a business model, i.e., for CloNe technical 
WP to specify technical interactions a business model must be taken into account. Multiple 
business models can be considered, depending on the scenario.  
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We call attention, for example, to the situation in which a CloNe provider relies on other 
domains to respond to a request. The CloNe provider in this case can be seen as a virtual 
provider, a broker. The way business relations are established in such scenario is intimately 
related on how the technical components (Distributed Control Plane (DCP) and Infrastructure 
Service Interface) will work among the different domains. This issue must also be taken into 
account in scenarios in which more than one hop delegation present. 

We believe this to be a critical issue, where business and technical issues intersect, and 
therefore it cannot be neglected. 

 

From our point of view the above business requirements are themselves technical challenges 
that must be addressed by the technical WPs of the project to support commercial CloNe 
service adoption. 
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7 Conclusion and future work 

This document linked the technical work done in SAIL to the socio-economic perspectives and 
possible business potentials. For each of the technologies, an overview of the ecosystem is 
given, which is followed by the technical and industry architectures. In addition, the different 
stakeholders’ benefits and value networks were analysed and possible business models 
proposed. Additionally, a regulatory perspective was taken on issues concerning 
interconnection charging, privacy, security and content. Lastly, based on analysis, several 
business recommendations for the technical work and development were suggested. 

The main results of this document include the business models presented in Sections 3.5, 4.5 
and 5.5. For NetInf (Section 3.5), a six-step business model evolution path is suggested, from 
which three are evolutionary and the last two include the entrance of new actors and business 
agreements into the market. Similarly, for OConS, four cost/benefit scenarios were proposed 
where the revenue and cost flows of the different stakeholders were shown. On the other 
hand, CloNe’s usage includes a wide variety of applications, thus no single business model 
could be suggested. 

Another important finding is the business recommendations, which arose from the business 
and regulative analysis done in both D.A.7 and this document. The recommendations help the 
technical work packages in meeting the demand set by end users, stakeholders in the market, 
and regulators when developing the new technologies. 

Both the business models and the business recommendations aim at a smooth transition from 
the existing technology and market to the new technologies. Thus, future work includes 
defining the possible technical migration paths but also taking into consideration the socio-
economic factors. The result of the migration work should be visible in the SAIL delivery D.A.4. 
From the business aspects, future work could include, for example, quantification of the 
caching potential presented in Section 3.2.2. 
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ANNEX 1: Key concepts of Security and Privacy 

According to [77], the concept of privacy is a fundamental motivation for security. Privacy is 
commonly understood as the right of individuals to control what information related to them 
may be collected and stored and by whom and to whom that information may be disclosed. By 
extension, privacy is also associated with certain technical means (e.g., cryptography) to 
ensure that this information is not disclosed to any other than the intended parties, so that only 
the explicitly authorised parties can interpret the content exchanged among them. 

Most commonly, privacy and confidentiality are used as the same term, but in [78] the 
privacy and data confidentiality are differentiated, the former relating to the protection of the 
association of the identity of users and the activities performed by them (such as online 
purchase habits), and the latter relating to the protection against unauthorised access to data 
content. Encryption, access control lists, and file permissions are methods often used to 
provide data confidentiality. 

Information security is related with the requirement that the use of electronic 
communications networks to store information or to gain access to information stored in the 
terminal equipment of a subscriber or user is only allowed on condition that the subscriber or 
user concerned is provided with clear and comprehensive information on this (e.g., in 
accordance with EC Directive 95/46/EC), inter alia about the purposes of the processing and 
the subscriber is offered the right to refuse such processing by the data controller. 

Network security is related with the requirement to protect sensitive data from unauthorised 
access or accidental disclosure. The network security problem is typically divided into integrity 
and confidentiality. The integrity problem affects public information (e.g., stock information) 
and can be addressed by signatures and checksums that need to be verified, while 
confidentiality requires encryption. The more problematic aspect of trust in a network is related 
to authentication, access control and authorisation, when the first question to be checked is 
whether you are connected to the entity you intended, with no malicious middlemen.  

The communication security dimension is a new dimension defined in [78] that ensures that 
information flows only between authorised end points. This dimension deals with measures to 
control network traffic flows to prevent traffic diversion and interception.  

Data integrity is the property that data have not been altered in a unauthorised manner. By 
extension, data integrity also ensures that information is protected against unauthorised 
modification, deletion, creation, and replication and provides an indication of these 
unauthorised activities.  

The availability security dimension ensures that there is no denial of authorised access to 
network elements, stored information, information flows, services and applications due to 
network interruption. Network restoration and disaster recovery solutions are included in this 
category. 
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ANNEX 2: Questionnaire used in the Business Analysis of CloNe 
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ANNEX 3: Specific Security and Privacy issues in the CloNe concept 

 

The CloNe architecture introduces similar Security and Privacy issues as listed in the previous 
section. The specific issues from this architecture and which are relevant from the regulatory 
perspective are listed in the following  

 Information security relies on the classical three pillars, confidentiality (information 
should not be disclosed to unauthorised third parties), integrity (information should not 
be transformed without evidence of the transformation), and availability (information 
should not be withheld from rightful access). The cloud scope adds a significant 
dimension in the mixing of code and data. Cloud users will need to ship code for 
execution on their data to cloud providers. Cloud providers will in turn ship code to 
users to easily manipulate the data. This mixture of code and data is one of the major 
causes of malware infection, as it becomes extremely challenging to distinguish code 
from data and qualify the acceptability of both. 

 Trust in an adversarial environment Cloud environments are by their very nature 
adversarial. Cloud providers balance the needs of their multiple users, and attempt to 
monetise by-products of their activity. Cloud users strive to obtain the cheapest 
possible services, while requesting services of high quality and respecting their 
privacy. Attackers, who have become very skilled at operating huge botnets (which can 
be seen as the first large scale clouds), will attempt to either access the information 
available in clouds or avail themselves to this processing power free of charge. 

 Confidentiality of information and processes Encrypting data can be used to 
maintain integrity and confidentiality of stored or transmitted data. However, 
processing encrypted data is still under research (Homomorphic Cryptography and 
cannot yet be applied in practice. As implementing technical solutions that ensure 
integrity and confidentiality is not possible we need to rely on audit traces to assert 
“after the fact” usage control demonstrating that data and code have not been misused 
by service providers and cloud users. Furthermore, attacks on the confidentiality of 
data can also have impact on the privacy of a user. In this case not only the data itself 
reveals information on a user also the usage itself reveals personal information. 

 Secure key distribution The key distribution in cloud networking is also a challenge 
as the CloNe infrastructure changes dynamically. When indicated a new trust model 
needs to be developed in order to build up a dynamic key distribution infrastructure.  

 Policy models and policy enforcement The currently available security policy 
models are not sufficiently flexible. For example, the OrBAC model introduces 
organisations and contexts in addition to the classic notion of roles. Both concepts are 
extremely useful to define security policies that span organisational boundaries. 
However, the combination of organisations and contexts with negotiation remains 
largely an unsolved problem. The complexity of these policies has not been resolved 
either. Furthermore, Security policies need to be enforced. However, there is no such 
clear picture for the cloud computing world. First, it is not known if the policy 
enforcement technology can be ported into the cloud world and how. Second, it is 
unclear if cloud computing enabling technologies, such as virtualisation, will bring new 
policy enforcement points.  

 Provider policy change During the lifetime of a CloNe infrastructure there might be 
changes in the security policies by the provider. In this case the provider has to 
implement and enforce the new security policy. From the customer’s perspective these 
new security policies might violate its own policies. 

1. Virtualisation management Virtualisation management entails management of virtual 
resources which are implemented by an infrastructure service provider and are 
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provisioned to a cloud user. The cloud networking infrastructure requires an access control 
policy model, which enables control and delegation of access to virtual resources. 

 Secure management of cloud networking For the management of CloNe, 
access to the physical infrastructure and to the network properties is needed. This 
access should be implemented as a single interface, where a user can specify 
several parameters on-demand. By the combined access to the physical 
virtualisation infrastructure and the network infrastructure new attacks arise. One 
challenge is to define rules for accessing the management interface and how to 
implement these rules. 

2. Communication security and isolation of virtual machines In the CloNe infrastructure, 
the underlying physical infrastructure is shared by different tenants. Besides the 
separation of communication and the separation done by a hypervisor, the CloNe 
management has to take care of complying to SLAs of all customers. Furthermore, the 
data that is sent to, from, or inside the cloud networking infrastructure should be secured 
from information leakage. 

 Secure virtual networking In addition to cloud computing, virtual networking 
introduces new security challenges by enabling communication between different 
virtual components. From a virtual network user's perspective the network might be 
private while in reality the communication itself occurs via a public infrastructure. 
Therefore, mechanisms to secure this communication (e.g., by encryption) have to 
be established. 

 Hypervisor VM separation Virtual machines in different flash network slices 
should be isolated from each other when sharing the same physical host. The level 
of separation in the hypervisor must be sufficiently strong so that the presence of 
one compromised machine does not affect other machines (potentially from other 
customers) in the same physical host. 

 SLA enforcement The resources that are committed to one cloud network should 
be protected from other cloud networks. A SLA for cloud networking will include the 
guaranteed computing, storage and networking resources of a customer. One 
challenge is the management of virtual and physical resources so that the SLAs of 
all customers can be fulfilled. Another challenge is to verify as a customer that your 
SLAs are fulfilled. 

3. Misuse protection Mechanisms for detecting misuse of the CloNe infrastructure need to 
be devised and integrated into the overall security framework. 

 Misuse of CloNe capabilities The ability of cloud computing and cloud networking 
to allocate computational resources on demand can also be misused, e.g., for DoS 
attacks, spamming, and providing illegal content. Attacks that use cloud 
infrastructures are already known today. One example is Zeus ``in-the-cloud'' 
where the command and control of a botnet was located at the Amazon EC2. 

4. Protection against denial of service The cloud network integrated with computing and 
storage can suffer denial of service (DoS) attacks from external and internal sources. Such 
attacks prevent legitimate users from accessing services they should be able to. The DoS 
attacks may occur in different parts of the system. The first part of the system that is 
susceptible to attacks is the virtual machines where the applications are hosted. Another 
part of the system that may be targeted is the administrative or management interface that 
allows the cloud system to scale up/down the provisioning of resources. 

 

 


