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trade secret rights held or claimed by any MEF member company which are or may be 
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industry cooperation on Metro Ethernet technology. The MEF does not, expressly or otherwise, 

endorse or promote any specific products or services. 
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Colt Verizon 

2. Abstract 

The attributes of Ethernet Services observable at a User Network Interface (UNI) and from User 

Network Interface to User Network Interface (UNI to UNI) are defined. In addition, a framework 

for defining specific instances of Ethernet Services is described. This document supersedes and 

replaces MEF 10.2 [15] and MEF 10.2.1 [16]. 

3. Terminology and Acronyms 

This section defines the terms used in this document. In many cases, the normative definitions to 

terms are found in other documents. In these cases, the third column is used to provide the refer-

ence that is controlling, in other MEF or external documents. 

 

Term Definition Source 

All to One Bun-

dling 

A UNI Service Attribute in which all CE-VLAN IDs are 

mapped to a single EVC. 

This docu-

ment 

Available Time The set of small time intervals t  contained in T  that do 

not intersect a Maintenance Interval and have   1
,

tA
ji

. 

This docu-

ment 

Bandwidth Profile A characterization of the lengths and arrival times for Ser-

vice Frames at a reference point. 

This docu-

ment 

Bandwidth Profile 

Flow 

A set of Service Frames at a UNI that meet a specific set of 

criteria. 

This docu-

ment 

BPDU Bridge Protocol Data Unit 

 

IEEE 

802.1Q – 

2011 [2] 

Broadcast Data 

Service Frame 

A Data Service Frame that has the broadcast Destination 

MAC Address.  

This docu-

ment 

Bundling A UNI Service Attribute in which more than one CE-

VLAN ID can be mapped to an EVC. 

This docu-

ment 
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Term Definition Source 

Carrier Ethernet 

Network 

A network from a Service Provider or network Operator 

supporting the MEF service and architecture models.1 

MEF 12.1 

[17] 

CBS Committed Burst Size This docu-

ment 

CE Customer Edge This docu-

ment 

CEN Carrier Ethernet Network MEF 12.1 

[17] 

CE-VLAN CoS Customer Edge VLAN CoS This docu-

ment 

CE-VLAN CoS 

Preservation 

An EVC Service Attribute that, when Enabled, requires an 

egress Service Frame resulting from an ingress Service 

Frame that contains a CE-VLAN CoS to have the identical 

CE-VLAN CoS. 

This docu-

ment 

CE-VLAN ID Customer Edge VLAN ID This docu-

ment 

CE-VLAN ID 

Preservation 

An EVC Service Attribute that, when Enabled, requires an 

egress Service Frame resulting from an ingress Service 

Frame to have an identical CE-VLAN ID. 

This docu-

ment 

CE-VLAN 

ID/EVC Map 

An association of CE-VLAN IDs with EVCs at a UNI. This docu-

ment 

CE-VLAN Tag Customer Edge VLAN Tag This docu-

ment 

CF Coupling Flag This docu-

ment 

CHLI Consecutive High Loss Interval This docu-

ment 

CIR Committed Information Rate This docu-

ment 

CIRmax The Bandwidth Profile parameter that limits the rate of to-

kens added to the committed token bucket. 

This docu-

ment 

Class of Service 

Identifier 

The mechanism and/or values of the parameters in the 

mechanism to be used to identify the Class of Service 

Name that applies to a Service Frame. 

MEF 23.1 

[22] 

                                                
1 This document addresses MEF services only from a Service Provider. 
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Term Definition Source 

Class of Service 

Name 

A designation given to one or more sets of performance ob-

jectives and associated parameters by the Service Provider. 

MEF 23.1 

[22] 

CM Color Mode This docu-

ment 

Color Identifier  The mechanism and/or values of the parameters in the 

mechanism used to identify the Color that applies to the 

Service Frame at a given UNI. 

MEF 23.1 

[22] 

Color Mode The Bandwidth Profile parameter that indicates whether the 

color-aware or color-blind property is employed by the 

Bandwidth Profile. It takes a value of “color-blind” or “col-

or-aware” only. 

This docu-

ment 

Color-aware A Bandwidth Profile property where the level of compli-

ance for each Service Frame is dependent on the value of 

the Frame's Color Identifier. 

This docu-

ment 

Color-blind A Bandwidth Profile property where the level of compli-

ance for each Service Frame is not dependent on the value 

of the Frame's Color Identifier. 

This docu-

ment 

Committed Burst 

Size 

The Bandwidth Profile parameter that limits the maximum 

number of bytes available for a burst of Service Frames 

sent at the UNI line rate that will be declared Green by the 

Bandwidth Profile. 

This docu-

ment 

Committed In-

formation Rate 

The Bandwidth Profile parameter that limits the average 

rate in bits per second of Service Frames that will be de-

clared Green by the Bandwidth Profile. 

This docu-

ment 

Consecutive High 

Loss Interval 

A sequence of small time intervals contained in T, each 

with a high frame loss ratio. 

This docu-

ment 

CoS Class of Service This docu-

ment 

CoS_Name A parameter used in Performance Metrics that specifies the 

Class of Service Name for the metric 

This docu-

ment 

Coupling Flag The Bandwidth Profile parameter that determines whether 

or not overflow tokens not used for Service Frames de-

clared Green can be used as Yellow tokens. 

This docu-

ment 

Customer Edge Equipment on the Subscriber side of the UNI. This docu-

ment 
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Term Definition Source 

Customer Edge 

VLAN Class of 

Service 

The Priority Code Point bits in the IEEE Std 802.1Q – 2011 

Customer VLAN Tag in a Tagged Service Frame. 

This docu-

ment 

Customer Edge 

VLAN ID 

The identifier derivable from the content of a Service 

Frame that allows the Service Frame to be mapped to an 

EVC at the UNI.  

This docu-

ment 

Customer Edge 

VLAN Tag 

The IEEE Std 802.1Q – 2011 Customer VLAN Tag in a 

Tagged Service Frame. 

This docu-

ment 

Data Service 

Frame 

A Service Frame that is neither a Layer 2 Control Protocol 

Service Frame nor a SOAM Service Frame. 

This docu-

ment 

DEI Drop Eligible Indicator IEEE Std 

802.1Q – 

2011 [2] 

DSCP Differentiated Services Code Point RFC 2474 

[9] 

DTE Data Termination Equipment IEEE Std 

802.3 – 

2012 [3] 

EBS Excess Burst Size This docu-

ment 

Egress Bandwidth 

Profile 

A Service Attribute that specifies the length and arrival 

time characteristics of egress Service Frames at the egress 

UNI. 

This docu-

ment 

Egress Equiva-

lence Class Identi-

fier 

The mechanism and/or values of the parameters in the 

mechanism that can be used to specify an Egress Band-

width Profile Flow for egress Service Frames. 

This docu-

ment 

Egress Service 

Frame 

A Service Frame sent from the Service Provider network to 

the CE. 

This docu-

ment 

EIR Excess Information Rate This docu-

ment 

EIRmax The Bandwidth Profile parameter that limits the rate of to-

kens added to the excess token bucket. 

This docu-

ment 

E-LMI Ethernet Local Management Interface MEF 16 

[18] 

Envelope A set of n  Bandwidth Profile Flows in which each Band-

width Profile Flow is assigned a unique rank between 1 

(lowest) and n  (highest). 

This docu-

ment 
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Term Definition Source 

ESMC Ethernet Synchronization Message Channel ITU G.8264 

[5] 

Ethernet Virtual 

Connection 

An association of two or more UNIs that limits the ex-

change of Service Frames to UNIs in the Ethernet Virtual 

Connection. 

This docu-

ment 

EVC Ethernet Virtual Connection This docu-

ment 

EVC Maximum 

Service Frame 

Size 

An EVC Service Attribute that specifies the maximum size 

of a Service Frame allowed for that EVC. 

This docu-

ment 

Excess Burst Size The Bandwidth Profile parameter that limits the maximum 

number of bytes available for a burst of Service Frames 

sent at the UNI line rate that will be declared Yellow by the 

Bandwidth Profile. 

This docu-

ment 

Excess Infor-

mation Rate 

The Bandwidth Profile parameter that limits the average 

rate in bits per second of Service Frames that will be de-

clared Yellow by the Bandwidth Profile. 

This docu-

ment 

FD Frame Delay This docu-

ment 

FDR Frame Delay Range This docu-

ment 

Frame Short for Ethernet frame. This docu-

ment 

Frame Delay The time elapsed from the transmission at the ingress UNI 

of the first bit of the corresponding ingress Service Frame 

until the reception of the last bit of the Service Frame at the 

egress UNI. 

This docu-

ment 

Frame Delay 

Range 

The Frame Delay Performance minus the minimum Service 

Frame delay. 

This docu-

ment 

High Loss Inter-

val 

A small time interval contained in T with a high frame loss 

ratio. 

This docu-

ment 

HLI High Loss Interval This docu-

ment 

IFDV Inter-Frame Delay Variation This docu-

ment 
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Term Definition Source 

Information Rate The average bit rate of Ethernet service frames at the meas-

urement point starting with the first MAC address bit and 

ending with the last FCS bit. 

ITU Y.1564 

[7] 

Ingress Band-

width Profile 

A characterization of ingress Service Frame arrival times 

and lengths at the ingress UNI and a specification of dispo-

sition of each Service Frame based on its level of compli-

ance with the characterization. 

This docu-

ment 

Ingress Service 

Frame 

A Service Frame sent from the CE into the Service Provider 

network. 

This docu-

ment 

Inter-Frame De-

lay Variation 

The difference between the one-way delays of a pair of se-

lected Service Frames. 

This docu-

ment 

L2CP Service 

Frame 

Layer 2 Control Protocol Service Frame This docu-

ment 

LAG Link Aggregation Group IEEE Std 

802.1AX – 

2008 [1] 

Layer 2 Control 

Protocol Service 

Frame 

A Service Frame that could be used in a recognized Layer 2 

Control Protocol. 

This docu-

ment 

Maintenance In-

terval 

A time interval agreed upon by both the Subscriber and 

Service Provider during which the service may not perform 

well or at all. 

This docu-

ment 

Maximum Num-

ber of UNIs 

An EVC Service Attribute that specifies the maximum 

number of UNIs that may be in an EVC. 

This docu-

ment 

Multicast Data 

Service Frame 

A Data Service Frame that has a multicast Destination 

MAC Address. 

This docu-

ment 

Multipoint EVC An EVC that associates two or more UNIs. This docu-

ment 

Multipoint-to-

Multipoint EVC 

An EVC with two or more UNIs with all UNIs having the 

Root Role. A Multipoint-to-Multipoint EVC with two UNIs 

is different from a Point-to-Point EVC because one or more 

additional UNIs can be added to it. 

This docu-

ment 

One-way Availa-

bility Perfor-

mance 

A characterization of the percentage of time, during the 

time interval T , that Service Frame loss is small. 

This docu-

ment 
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Term Definition Source 

One-way Frame 

Delay Perfor-

mance 

A characterization of the delays experienced by different 

Service Frames with the same Class of Service Name. 

This docu-

ment 

One-way Frame 

Delay Range Per-

formance 

A characterization of the extent of delay variability experi-

enced by different Service Frames with the same Class of 

Service Name. 

This docu-

ment 

One-way Inter-

Frame Delay Var-

iation Perfor-

mance 

A characterization of the variation in the delays experi-

enced by different Service Frames mapped to the same 

EVC that have the same Class of Service Name. 

This docu-

ment 

One-way Frame 

Loss Ratio Per-

formance 

A characterization of the number of lost frames between the 

ingress UNI and the egress UNI for Service Frames that 

have the same Class of Service Name. Frame Loss Ratio 

Performance is expressed as a percentage. 

This docu-

ment 

One-way Mean 

Frame Delay Per-

formance 

The arithmetic mean of delays experienced by a set of Ser-

vice Frames. 

This docu-

ment 

One-way Resili-

ency Performance 

The number of High Loss Intervals and/or Consecutive 

High Loss Intervals in T 

This docu-

ment 

Ordered Pair of 

UNIs 

A directional UNI pair of the form <Ingress UNI, Egress 

UNI>, selected from the UNI list for the EVC of interest. 

This docu-

ment 

PCP Priority Code Point IEEE Std 

802.1Q – 

2011 [2] 

Performance 

Metric 

A quantitative characterization of Service Frame delivery 

quality. 

This docu-

ment 

Point-to-Point 

EVC 

An EVC with exactly 2 UNIs. This docu-

ment 

Priority Tagged 

Service Frame 

A Service Frame with a TPID = 0x8100 following the 

Source Address and the corresponding VLAN ID value is 

0x000 in the tag following the TPID. 

 

This docu-

ment 

QL Quality Level of clock used in Synchronous Ethernet.  ITU G.8264 

[5] 

Qualified Service 

Frames 

The set of frames that comply with specific criteria, such as 

the arrival time at the Ingress UNI and Bandwidth Profile 

compliance, on which a performance attribute is based. 

This docu-

ment 
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Term Definition Source 

Rooted-

Multipoint EVC 

A multipoint EVC in which each UNI has either the Root 

Role or the Leaf Role. Ingress Service Frames at a Root 

Role UNI can be delivered to one or more of any of the 

other UNIs in the EVC. Ingress Service Frames at a Leaf 

Role UNI can be delivered to only one or more Root Role 

UNIs in the EVC. 

This docu-

ment 

Service Frame The first bit of the Destination MAC Address through the 

last bit of the Frame Check Sequence of an IEEE 802.3 

Packet transmitted across the UNI. 

This docu-

ment 

Service Level 

Agreement 

The contract between the Subscriber and Service Provider 

specifying the service level commitments and related busi-

ness agreements. 

This docu-

ment 

Service Level 

Specification 

The technical specification of the service level being of-

fered by the Service Provider to the Subscriber. 

This docu-

ment 

Service Multiplex-

ing 

A UNI Service Attribute in which the UNI can be in more 

than one EVC instance. 

This docu-

ment 

Service Provider The organization providing Ethernet Service(s). This docu-

ment 

SES Severely Errored Seconds ITU Y.1563 

[6] 

SLA Service Level Agreement This docu-

ment 

SLS Service Level Specification This docu-

ment 

SOAM Service 

Frame 

A Service Frame whose MAC Destination Address does 

not indicate it to be an L2CP Service Frame and whose 

Ethertype = 0x8902. 

This docu-

ment 

S-Tagged Service 

Frame 

A Service Frame with a TPID = 0x88a8 following the 

Source Address. 

IEEE Std 

802.1Q – 

2011 [2] 

Subscriber The organization purchasing and/or using Ethernet Ser-

vices. 

This docu-

ment 

T The time interval over which the SLS applies This docu-

ment 

Tagged Service 

Frame 

A Service Frame that is either a VLAN Tagged Service 

Frame or a Priority Tagged Service Frame. 

This docu-

ment 
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Term Definition Source 

TCI Tag Control Information IEEE Std 

802.1Q – 

2011 [2] 

TPID Tag Protocol Identifier IEEE Std 

802.1Q – 

2011 [2] 

Unavailable Time The set of small time intervals t  contained in T that do 

not intersect a Maintenance Interval and have   0
,

tA
ji

. 

This docu-

ment 

UNI User Network Interface This docu-

ment 

UNI Line Rate The MAC data rate2 at the UNI. This docu-

ment 

UNI Maximum 

Service Frame 

Size 

A UNI Service Attribute that specifies the maximum size of 

a Service Frame allowed at the UNI. 

This docu-

ment 

Unicast Data Ser-

vice Frame 

A Data Service Frame that has a unicast Destination MAC 

Address. 

This docu-

ment 

Untagged Service 

Frame 

A Service Frame with the two bytes following the Source 

Address field containing neither the value 0x8100 nor the 

value 0x88a8. 

This docu-

ment 

User Network In-

terface 

The physical demarcation point between the responsibility 

of the Service Provider and the responsibility of the Sub-

scriber. 

This docu-

ment 

Utilized Line Rate The average bit rate of the Ethernet line at the measurement 

point, including the bits a) allocable to the minimum-

duration period of each Inter-Packet gap (but not the num-

ber of bits allocable to the part of each Inter-Packet gap 

longer than the minimum), b) in the preamble, c) in the start 

of frame delimiter and d) in the Ethernet Service Frame 

starting with the first MAC address bit and ending with the 

last FCS bit. 

ITU Y.1564 

[7] 

VLAN Tagged 

Service Frame 

A Service Frame with a TPID = 0x8100 following the 

Source Address and the corresponding VLAN ID value is 

not 0x000 in the tag following the TPID. 

 

This docu-

ment 

Table 1 – Terminology and Acronyms 

                                                
2 See IEEE 802.3 - 2012 [3] for the definition of MAC data rate. 
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4. Scope 

This document describes Ethernet Service attributes for services provided to the Subscriber by 

the Service Provider. The Ethernet Services are modeled from the point of view of the Subscrib-

er’s equipment referred to as the Customer Edge (CE) that is used to access the service. The 

basic elements of Ethernet Services are defined. In addition, a number of Service Attributes are 

defined that may be offered as part of an Ethernet Service including the definition of Service 

Level Specification. This document supersedes and replaces MEF 10.2, Ethernet Services Attrib-

utes Phase 2 [15] and MEF 10.2.1, Performance Attributes Amendment to MEF 10.2 [16]. 

The goals of this Technical Specification are two-fold. The first goal is to provide sufficient 

technical specificity to allow a Subscriber to successfully plan and integrate Ethernet Services 

into his or her overall networking infrastructure. The second goal is to provide enough detail so 

that Customer Edge equipment vendors can implement capabilities into their products so that 

they can be used to successfully access Ethernet Services. It follows as a corollary that vendors 

of Service Provider network equipment will make use of this information for implementing func-

tions that complement the functions in the CE. 

Management of the services is not addressed in this document. See MEF 7.2 [14], MEF 17 [19], 

MEF 30.1 [25], MEF 31 [26], MEF 35.1 [28], MEF 36 [29], MEF 38, [30] and MEF 40 [31] for 

the management perspective of the Ethernet service attributes. 

4.1 New Material beyond MEF 10.2 and MEF 10.2.1 

New topics in this document include: 

 Behavior for Service Frames with TPID = 0x88e7 (I-tagged frames in IEEE Std 

802.1Q – 2011 [2]) is specified (behavior for Service Frames with TPID = 0x88a8 

is beyond the scope of this document), 

 SOAM Service Frame (Section 8.5.1.2), 

 One-way Group Availability Performance for an EVC: A characterization of 

availability of sets of ordered UNI pairs associated by an EVC (Section 8.8.6), 

 Synchronous Mode Service Attribute: Support of Synchronous Ethernet at the 

UNI (Section 9.3), 

 Number of Links Service Attribute: The number of links supporting the UNI 

(Section 9.4), 

 UNI Resiliency Service Attribute: Support of Link Aggregation when there are 

two links supporting the UNI (Section 9.5), 

 Link OAM Service Attribute: Support of Link OAM at the UNI (Section 9.16), 

 UNI MEG Service Attribute: Support of the UNI Maintenance Entity Group at the 

UNI (Section 9.17), 
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 E-LMI Service Attribute: Support of Ethernet Local Management Interface at the 

UNI (Section 9.18), 

 Color Identifier Service Attribute: The mechanism for indicating the color of Ser-

vice Frames for an EVC at a UNI (Section 10.3), 

 Source MAC Address Limit Service Attribute: A limit on the number of source 

MAC addresses that can be used for an EVC at a UNI (Section 10.9), 

 Test MEG Service Attribute: Support of the Test Maintenance Entity Group for 

an EVC at a UNI (Section 10.10), 

 Subscriber MEG MIP Attribute: Support of the Subscriber Maintenance Entity 

Group, Maintenance Intermediate Point for an EVC at a UNI (Section 10.11), 

 One-way Multiple EVC Group Availability Performance: A characterization of 

availability of sets of ordered UNI pairs associated by more than one EVC (Sec-

tion 11.1), and 

 New Bandwidth Profile Algorithm: A backward compatible generalization of the 

Bandwidth Profile algorithm in MEF 10.2 that allows token sharing among 

Bandwidth Profile Flows (Section 12). 

4.2 Revisions to Material in MEF 10.2 and MEF 10.2.1 

Revisions to previous material include: 

 All requirements are numbered, 

 Values "Yes/No" and "True/False" are replaced with "Enabled/Disabled," 

 The terms "Class of Service Instance" and "Class of Service Frame Set" have 

been removed and replaced by "Class of Service Name," 

 The service attributes are grouped into EVC, UNI, and EVC per UNI categories 

(Sections 8, 9, and 10), 

 The terminology of UNI Root type and UNI Leaf type are changed to UNI Root 

Role and UNI Leaf Role, 

 When CE-VLAN ID Preservation is Enabled for an EVC, Ingress VLAN Tagged 

Data Service Frames whose CE-VLAN ID equals the CE-VLAN ID used for Un-

tagged and Priority Tagged Service Frames are now exempted from having their 

CE-VLAN ID Preserved (Section 8.6.1), 

 The Service Frame Delivery Service Attributes are revised to align them with the 

requirements of the Rooted-Multipoint EVC (Section 8.5), 
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 Details for the EVC Layer 2 Control Processing Service Attribute are replaced 

with a reference to MEF 6.1.1 [13] (Section 8.7), 

 The definition of Qualified Service Frames is revised to improve clarity and logi-

cal consistency (Section 8.8), 

 EVC Maximum Service Frame Size Service Attribute replaces the EVC Maxi-

mum Transmission Unit Size and makes the maximum size of the Service Frame 

format dependent (Section 8.9), 

 Requirements limiting the length of identifiers are changed to 45 characters and 

requirements are added that such identifiers be RFC 2579 [10] DisplayStrings, 

 UNI Maximum Service Frame Size Service Attribute replaces the UNI Maximum 

Transmission Unit Size and makes the maximum size of the Service Frame format 

dependent (Section 9.7), 

 Details for the UNI Layer 2 Control Processing Service Attribute are replaced 

with a reference to MEF 6.1.1 [13] (Section 9.19), 

 The description of the Class of Service Identifier is revised to improve clarity and 

align with MEF 23.1 [22] (Section 10.2), 

 The concept of Egress Equivalence Class is introduced for specifying Egress 

Bandwidth Profiles (Section 10.4), and 

 "Metro Ethernet Network" (MEN) is replaced by "Carrier Ethernet Network" 

(CEN). These two terms are equivalent and thus this change is editorial not tech-

nical. 

5. Compliance Levels 

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", 

"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this 

document are to be interpreted as described in RFC 2119 [8]. All key words must be in upper 

case, bold text. 

Items that are REQUIRED (contain the words MUST or MUST NOT) are labeled as [Rx] for 

required. Items that are RECOMMENDED (contain the words SHOULD or SHOULD NOT) 

are labeled as [Dx] for desirable. Items that are OPTIONAL (contain the words MAY or OP-

TIONAL) are labeled as [Ox] for optional. 

6. Numerical Prefix Conventions 

This document uses the prefix notation to indicate multiplier values as shown in Table 2. 
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Decimal Binary 

Symbol Value Symbol Value 

k 103 Ki 210 

M 106 Mi 220 

G 109 Gi 230 

T 1012 Ti 240 

P 1015 Pi 250 

E 1018 Ei 260 

Z 1021 Zi 270 

Y 1024 Yi 280 

Table 2 – Numerical Prefix Conventions 

 

7. Introduction 

This document provides the model and framework for Ethernet Services. The model is built on 

the reference model as shown in Figure 1. In Figure 1, "Carrier Ethernet Network" is defined as a 

network from a Service Provider or network Operator supporting the MEF service and architec-

ture models. This document addresses MEF services only from a Service Provider and thus the 

Subscriber sees a single CEN that is provided by a single Service Provider. 

Carrier Ethernet Carrier Ethernet 

NetworkNetwork

CustomerCustomer

EdgeEdge

(CE)(CE)

User NetworkUser Network

InterfaceInterface

(UNI)(UNI)

User NetworkUser Network

InterfaceInterface

(UNI)(UNI)

CustomerCustomer

EdgeEdge

(CE)(CE)

 

Figure 1 – Ethernet Services Model 

The technical definition of a service is in terms of what is seen by each Customer Edge (CE). 

This includes the User Network Interface (UNI), which is the physical demarcation point be-

tween the responsibility of the Service Provider and the responsibility of the Subscriber. 

[R1] A UNI MUST be dedicated to a single Subscriber.3 

The CE and CEN exchange Service Frames across the UNI. A Service Frame is an Ethernet [3] 

frame transmitted across the UNI toward the Service Provider (called an ingress Service Frame) 

or an Ethernet [3] frame transmitted across the UNI toward the Subscriber (called an egress Ser-

vice Frame). The Service Frame consists of the first bit of the Destination MAC Address through 

                                                
3 This document describes attributes as seen by the Subscriber. MEF 26.1[23], MEF 28 [24], and MEF 33 [26] de-

scribe attributes offered by an Operator to a Service Provider. See MEF 26.1 [23] for the details of the Opera-

tor/Service Provider model. 
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the last bit of the Frame Check Sequence. The allowed formats for the Service Frame are de-

tailed in Section 9.6. 

Throughout this document: 

 When the field following the Source Address field is a TPID4 with the value 

0x8100 and the corresponding VLAN ID value is not 0x000, the Service Frame is 

said to be a VLAN Tagged Service Frame. 

 When the field following the Source Address field is a TPID4 with the value 

0x8100 and the corresponding VLAN ID value is 0x000, the Service Frame is 

said to be a Priority Tagged Service Frame. 

 A Service Frame that is either a VLAN Tagged Service Frame or a Priority 

Tagged Service Frame is said to be a Tagged Service Frame. 

 When the field following the Source Address field is a TPID4 with the value 

0x88a8, the Service Frame is said to be an S-Tagged Service Frame. 

 When the two bytes following the Source Address field of the Service Frame do 

not contain the value 0x8100 or the value 0x88a8, the Service Frame is said to be 

an Untagged Service Frame. 

Note that the definition of Untagged Service Frame means that a Service Frame with the two 

bytes following the Source Address field containing 0x88e7 (a Backbone Service Instance Tag 

per IEEE Std 802.1Q – 2011 [2]) is an Untagged Service Frame. 

Also note that the behavior for S-Tagged Service Frames is beyond the scope of this document 

and the term "S-Tagged Service Frame" does not appear in the remainder of this document. Con-

sequently, the behavior experienced by S-Tagged Service Frames can vary from Service Provid-

er to Service Provider. A Subscriber who wants to use S-Tagged Service Frames is urged to 

check with his or her Service Provider to determine the behavior for such Service Frames. 

There are no assumptions about the details of the Carrier Ethernet Network. It could consist of a 

single switch or an agglomeration of networks based on many different technologies. For an ar-

chitectural perspective of the Carrier Ethernet Network see MEF 12.1. [17] 

The UNIs between which Service Frames can be exchanged are specified by the Ethernet Virtual 

Connection (EVC). There are a number of types of EVCs and a number of service attributes that 

an EVC can have. These are described in Section 8. 

There are a number of service attributes for a UNI. These are described in Section 9. 

Some service attributes apply to an EVC per UNI. These are described in Section 10. 

Performance Service Attributes that apply to multiple EVCs are described in Section 11. 

                                                
4 TPID, Tag Protocol Identifier, is defined in IEEE Std 802.1Q – 2011 [2]. 
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The details of the Bandwidth Profile parameters and algorithm are described in Section 12. 

Section 13 contains a framework for defining a service that is based on the service attributes. 

Extensive examples and supplementary explanations are contained in Appendix A, Appendix B, 

and Appendix C. 

8. Ethernet Virtual Connection Service Attributes 

A fundamental aspect of Ethernet Services is the Ethernet Virtual Connection (EVC). An EVC is 

an association of two or more UNIs. The UNIs associated by an EVC are said to be “in the 

EVC.” A given UNI can support more than one EVC via the Service Multiplexing attribute as 

described in Section 9.8. 

An ingress Service Frame that is mapped to the EVC (see Section 9.10) can be delivered to zero 

or more UNIs in the EVC; and only to UNIs in the EVC other than the ingress UNI. 

[R2] If an egress Service Frame mapped to an EVC at a UNI results from an in-

gress Service Frame mapped to an EVC at a UNI, it MUST be the same EVC 

that associates the two UNIs. 

[R3] If an egress Service Frame mapped to an EVC at a UNI results from an in-

gress Service Frame mapped to an EVC at a UNI, the two UNIs MUST be 

different from each other. 

An EVC always supports bi-directional transmission of Service Frames. That is, each UNI asso-

ciated by the EVC always supports ingress and egress Service Frames for that EVC. Note that 

ingress Service Frames can originate at any UNI in the EVC. 

8.1 Ethernet Virtual Connection Type Service Attribute 

There are three types of EVC. They are as described in Sections 8.1.1, 8.1.2.1, and 8.1.2.2. 

 Point-to-Point EVC 

In a Point-to-Point EVC, exactly two UNIs are associated with one another. The rules under 

which a Service Frame is delivered to the destination UNI are specific to the particular service 

definition. Figure 2 illustrates two Point-to-Point EVCs. 

EVC1

EVC2

 

Figure 2 – Point-to-Point EVCs 
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 Multipoint EVCs 

In a Multipoint EVC, two or more UNIs are associated with one another. A Multipoint-to-

Multipoint EVC associating two UNIs is different from a Point-to-Point EVC because additional 

UNIs can be added to the Multipoint-to-Multipoint EVC. 

8.1.2.1 Rooted-Multipoint EVC 

Each UNI associated by a Rooted-Multipoint EVC has either a Root Role or a Leaf Role. At a 

UNI having the Root Role, ingress Service Frames do not have any restrictions as to the Roles of 

egress UNIs for their resulting egress Service Frames. In contrast, at a UNI having the Leaf Role, 

ingress Service Frames are restricted to egress UNIs having the Root Role for their resulting 

egress Service Frames. 

[R4] In a Rooted-Multipoint EVC, one or more of the UNIs MUST have the Root 

Role. 

[R5] In a Rooted-Multipoint EVC each of the UNIs not having the Root Role 

MUST have the Leaf Role. 

[R6] If an egress Service Frame mapped to a Rooted-Multipoint EVC at a UNI 

with the Leaf Role results from an ingress Service Frame mapped to the EVC 

at a UNI, the ingress UNI MUST have the Root Role. 

If an ingress Service Frame at a UNI with the Leaf Role is delivered to an egress UNI with the 

Leaf Role, [R6] is violated. Thus [R6] means that ingress Service Frames at a UNI with the Leaf 

Role can be delivered to only UNIs that have the Root Role. Ingress Service Frames at a UNI 

with the Root Role can be delivered to any of the other UNIs associated by the Rooted-

Multipoint EVC. 

The rules under which a frame is delivered to a UNI in the EVC are specific to the particular ser-

vice definition. Typically, a single ingress Service Frame with a broadcast or multicast Destina-

tion Address at a Root Role UNI would be replicated in the Carrier Ethernet Network and a sin-

gle copy would be delivered to each of the other UNIs in the EVC. This kind of delivery would 

also typically apply to a Service Frame for which the CEN has not yet learned an association of 

the destination MAC address with an <EVC, UNI> pair. Figure 3 illustrates a Rooted-Multipoint 

EVC with one Root UNI. 
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Root Role

Leaf Role

Leaf Role

Broadcast, multicast and Broadcast, multicast and unicastunicast unknownunknown

Known Known unicastunicast

Broadcast, multicast and Broadcast, multicast and unicastunicast

 

Figure 3 – Rooted-Multipoint EVC 

8.1.2.2 Multipoint-to-Multipoint EVC 

Each UNI associated by a Multipoint-to-Multipoint EVC has the Root Role. In a Multipoint-to-

Multipoint EVC, the rules under which a frame is delivered to a UNI in the EVC are specific to 

the particular service definition. Typically, a single ingress Service Frame with a broadcast or 

multicast Destination Address at a given UNI would be replicated in the Carrier Ethernet Net-

work and a single copy would be delivered to each of the other UNIs in the EVC. This kind of 

delivery would also typically apply to a Service Frame for which the CEN has not yet learned an 

association of the destination MAC address with an <EVC, UNI> pair. Figure 4 illustrates a 

Multipoint-to-Multipoint EVC. 

 

Figure 4 – Multipoint-to-Multipoint EVC 

8.2 EVC ID Service Attribute 

The EVC ID is an arbitrary string administered by the Service Provider that is used to identify an 

EVC within the CEN. 

[R7] The EVC ID MUST be unique across all EVCs in the CEN. 

[R8] The EVC ID MUST contain no more than 45 characters.5 

[R9] The EVC ID MUST be a non-null RFC 2579 [10] DisplayString but not con-

tain the characters 0x00 through 0x1f. 

                                                
5 The limit of 45 characters is intended to establish limits on field lengths in existing or future protocols that will 

carry the identifier. 
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The EVC ID is intended for management and control purposes.6 As an example, the Acme Ser-

vice Provider might use “EVC-0001898-ACME-MEGAMART” to represent the 1898th EVC in 

the CEN and the customer for the EVC is MegaMart. 

8.3 UNI List Service Attribute 

The UNI List for an EVC is a list of pairs of the form <UNI ID (see Section 9.1), UNI Role>. 

[R10] The list MUST have exactly one pair of the form <UNI ID, UNI Role> for 

each UNI in the EVC. 

[R11] The UNI Role MUST have the value of either “Root” or “Leaf.” 

[R12] If the type of EVC is Point-to-Point or Multipoint-to-Multipoint, then the UNI 

Role MUST equal “Root.” 

8.4 Maximum Number of UNIs Service Attribute 

The Maximum Number of UNIs service attribute specifies the maximum number of UNIs al-

lowed in the UNI List service attribute. 

[R13] For a Point-to-Point EVC, the Maximum Number of UNIs MUST be two. 

[R14] For a Multipoint EVC, the Maximum Number of UNIs MUST be three or 

greater. 

8.5 Service Frame Delivery Service Attributes 

 Types of Service Frame 

8.5.1.1 Layer 2 Control Protocol Service Frame 

A Layer 2 Control Protocol Service Frame (L2CP Service Frame) is a Service Frame that could 

be used in a recognized Layer 2 Control Protocol. Given that there are several Layer 2 protocols 

used for various control purposes, it is important that Carrier Ethernet Networks be able to pro-

cess such information effectively.7 

[R15] A Service Frame whose destination MAC address is one of the addresses 

listed in Table 3 MUST be treated as a Layer 2 Control Protocol Service 

Frame. 

Some Layer 2 Control protocols share the same destination MAC address and are identified by 

additional fields such as the Ethertype. Therefore, disposition of Service Frames carrying Layer 

2 Control Protocols can be different for different protocols that use the same destination MAC 

                                                
6 For example, see Section 8.1 of MEF 30.1. [25] 
7 This capability will be especially important for Subscribers who choose to deploy IEEE Std 802.1Q – 2011 [2] 

bridges (as opposed to routers) as CEs. 
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address. MEF 6.1.1 [13] contains some requirements and recommendations for the handling of 

specific Layer 2 Control protocols. 

 

MAC Destination Addresses8 Description 

01-80-C2-00-00-00 through 01-80-C2-00-00-0F Bridge Block of protocols 

01-80-C2-00-00-20 through 01-80-C2-00-00-2F MRP Block of protocols 

Table 3 – List of Standardized Layer 2 Control Protocol Destination MAC Addresses 

[O1] A Service Provider MAY define additional addresses for identifying Layer 2 

Control Protocol Service Frames in addition to those in Table 3. 

8.5.1.2 SOAM Service Frame 

A Service Frame whose MAC Destination Address does not indicate the frame to be an L2CP 

Service Frame and whose Ethertype = 0x8902 is defined to be a SOAM Service Frame. (See Ta-

ble 21-1 of IEEE Std 802.1Q – 2011 [2].) Sections 9.17, 10.10, and 10.11 contain requirements 

for the handling of certain SOAM Service Frames. Other requirements for handling SOAM Ser-

vice Frames can be found in MEF 17 [19], MEF 30.1 [25], and MEF 31 [26]. 

8.5.1.3 Data Service Frame 

A Service Frame that is not a Layer 2 Control Protocol Service Frame and not a SOAM Service 

Frame is defined to be a Data Service Frame. A Data Service Frame with a unicast Destination 

MAC Address is defined to be a Unicast Data Service Frame.9 A Data Service Frame with a mul-

ticast Destination MAC Address is defined to be a Multicast Data Service Frame.9 A Data Ser-

vice Frame with a broadcast Destination MAC Address is defined to be a Broadcast Data Service 

Frame.9 

 Data Service Frame Disposition 

This EVC Service Attribute applies to any ingress Data Service Frame that is not discarded per 

[R69], [R70], [R89], [R128], [R156], [R157], [D1], or [D2]. There are two possible values and 

corresponding dispositions: 

 Discard: The Data Service Frame is discarded. 

 Deliver Unconditionally: The Data Service Frame is delivered across the other 

(egress) UNI(s) provided [R6] is satisfied. This might be the behavior of a Point-

to-Point EVC. 

 Deliver Conditionally: The Data Service Frame is delivered across an egress UNI 

if certain conditions are met, provided [R6] is satisfied. An example of such a 

condition is that the destination MAC address is known by the Carrier Ethernet 

Network to be “at” the destination UNI. Another example is broadcast throttling 

                                                
8Hexadecimal canonical format 
9 See Section 9.6 for details about the format of the Service Frame. 
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where some Broadcast Data Service Frames are dropped to limit the amount of 

such traffic. A final example is multicast throttling where some Multicast Data 

Service Frames are dropped to limit the amount of such traffic. 

[R16] When Deliver Conditionally is Enabled the conditions that determine whether 

a Data Service Frame is delivered or discarded MUST be specified. 

[R17] The Data Service Frame disposition (Discard, Deliver Unconditionally or De-

liver Conditionally) MUST be specified for Unicast Data Service Frames. 

[R18] The Data Service Frame disposition (Discard, Deliver Unconditionally or De-

liver Conditionally) MUST be specified for Multicast Data Service Frames. 

[R19] The Service Frame disposition (Discard, Deliver Unconditionally or Deliver 

Conditionally) MUST be specified for Broadcast Data Service Frames. 

[R17], [R18], and [R19] mean that the disposition of Unicast Data Service Frames can be differ-

ent than the disposition of Multicast Data Service Frames which in turn can be different than the 

disposition of Broadcast Data Service Frames. 

Note that this is a description of the ideal service. Data Service Frames that should be delivered 

might be discarded due to network failure or congestion conditions. See the EVC Related Per-

formance Service Attributes in Section 8.8 and Section 11. 

 Data Service Frame Transparency 

The requirements on the format of Service Frames are in Section 9.6. 

[R20] If the egress Data Service Frame resulting from an ingress Tagged Data Ser-

vice Frame is also a Tagged Service Frame then fields in the egress Data Ser-

vice Frame MUST be unchanged as indicated in Figure 5. 

Frame Check Sequence

MAC Client Data

Length/Type

TCI

81-00

Source Address

Destination Address

Ingress Data Service Frame Egress Data Service Frame

Unchanged Can change

Frame Check Sequence

MAC Client Data

Length/Type

TCI

81-00

Source Address

Destination Address

Pad Pad

If present, length unchanged
 

Figure 5 – Tagged In to Tagged Out Data Service Frame Transparency 
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[R21] If the egress Data Service Frame resulting from an ingress Tagged Data Ser-

vice Frame is an Untagged Service Frame then fields in the egress Data Ser-

vice Frame MUST be unchanged as indicated in Figure 6. 

Frame Check Sequence

MAC Client Data

Length/Type

TCI

81-00

Source Address

Destination Address

Ingress Data Service Frame Egress Data Service Frame

Unchanged Can change

Frame Check Sequence

MAC Client Data

Length/Type

Source Address

Destination Address

Pad

Pad

If present, can change  

Figure 6 – Tagged In to Untagged Out Data Service Frame Transparency 

[R22] If the egress Data Service Frame resulting from an ingress Untagged Data 

Service Frame is a Tagged Data Service Frame then fields in the egress Data 

Service Frame MUST be unchanged as indicated in Figure 7. 

Frame Check Sequence

MAC Client Data

Length/Type

TCI

81-00

Source Address

Destination Address

Ingress Data Service Frame Egress Data Service Frame

Unchanged Can change

Frame Check Sequence

MAC Client Data

Length/Type

Source Address

Destination Address

Pad

If present, can change

Pad

 

Figure 7 – Untagged In to Tagged Out Data Service Frame Transparency 

[R23] If the egress Data Service Frame resulting from an ingress Untagged Data 

Service Frame is also an Untagged Service Frame then fields in the egress 

Data Service Frame MUST be unchanged as indicated in Figure 8. 
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Ingress Data Service Frame Egress Data Service Frame

Unchanged Can change

Frame Check Sequence

MAC Client Data

Length/Type

Source Address

Destination Address

Frame Check Sequence

MAC Client Data

Length/Type

Source Address

Destination Address

Pad

If present, length unchanged

Pad

 

Figure 8 – Untagged In to Untagged Out Data Service Frame Transparency 

However, specific attributes of an EVC can enforce conditions that additional fields must be 

identical at ingress and egress. See Section 8.6. 

8.6 CE-VLAN Tag Preservation Service Attributes 

Service Frames at the UNI may contain an IEEE Std 802.1Q – 2011 Customer VLAN Tag [2]. 

Such a Tag is referred to as a Customer Edge VLAN Tag (CE-VLAN Tag). The portion of the 

CE-VLAN Tag that identifies a VLAN is defined to be the VLAN ID. The VLAN ID indicates 

the Customer Edge VLAN ID (CE-VLAN ID) as specified in Section 9.9. The portion of the CE-

VLAN Tag that contains the Priority Code Point bits is defined to be the Customer Edge VLAN 

Class of Service (CE-VLAN CoS). An EVC has two attributes related to CE-VLAN Tag Preser-

vation as described in the following two subsections. 

 CE-VLAN ID Preservation Service Attribute 

CE-VLAN ID Preservation can be either Enabled or Disabled. 

A Service Frame is defined to have its CE-VLAN ID preserved when the relationship between 

the ingress Service Frame and its corresponding egress Service Frame(s) is as described in Table 

4. 

 

Ingress Service Frame Egress Service Frame(s)10 

Untagged Service Frame Untagged Service Frame 

Tagged Service Frame Tagged Service Frame with VLAN ID equal to the VLAN ID of 

the Tag on the ingress Service Frame 

 Table 4 – Behavior for CE-VLAN ID Preservation for a Service Frame 

[R24] An EVC with CE-VLAN ID Preservation Enabled MUST preserve the CE-

VLAN ID for Service Frames as described in Table 5. (See Section 9.13 for 

the description of All to One Bundling.) 

                                                
10 Note that in the case of a Multipoint EVC, a single ingress Service Frame can result in more than one egress Ser-

vice Frame. 
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CE-VLAN ID/EVC 

Map Characteristic 

Service Frames with CE-VLAN ID Preserved 

All to One Bundling En-

abled at all UNIs11 

All Data Service Frames 

All other cases All VLAN Tagged Data Service Frames with VLAN ID in the range 

1 – 4094 excluding the CE-VLAN ID used for Untagged and Priority 

Tagged Service Frames 

 Table 5 – CE-VLAN ID Preservation Service Attribute for an EVC 

[R25] When an EVC includes a UNI at which more than one CE-VLAN ID is 

mapped to the EVC by the CE-VLAN ID/EVC Map (see Sections 9.12 and 

9.13), the EVC MUST have CE-VLAN ID Preservation Enabled. 

Note that when the CE-VLAN ID configured for Untagged and Priority Tagged Service Frames 

(see Section 9.9) is mapped to an EVC with the CE-VLAN ID Preservation Enabled, there is no 

mandate for CE-VLAN ID Preservation for ingress Untagged and Priority Tagged Service 

Frames at this UNI except in the case of All to One Bundling Enabled. 

An obvious benefit of CE-VLAN ID Preservation Enabled is enhanced operational simplicity. 

For example, for a Subscriber connecting multiple campuses using IEEE Std 802.1Q – 2011 

bridges, the feature obviates the task of renumbering VLANs in different corporate campuses. 

 CE-VLAN CoS Preservation Service Attribute 

CE-VLAN CoS Preservation can be either Enabled or Disabled. 

[R26] In an EVC with CE-VLAN CoS Preservation Enabled, an egress Service 

Frame resulting from an ingress Service Frame that contains a CE-VLAN 

CoS MUST have the identical CE-VLAN CoS for all possible values of CE-

VLAN CoS. 

Since the CE-VLAN CoS refers to the PCP field in the CE-VLAN Tag of a Service Frame, 

[R26] means that the egress Service Frame is a Tagged Service Frame and the PCP field value is 

identical to that of the corresponding ingress Tagged Service Frame when CE-VAN CoS Preser-

vation is Enabled. Note that [R26] does not apply to ingress Untagged Service Frames. 

When CE-VLAN CoS Preservation is Enabled and the Color Identifier (Section 10.3) is based on 

the CE-VLAN Tag PCP field, the Service Provider cannot change the Color of a Service Frame. 

However, basing the Color Identifier on the CE-VLAN Tag DEI would allow the Service Pro-

vider to change the Color of a Service Frame. 

8.7 EVC Layer 2 Control Protocol Processing Service Attribute 

Requirements for the processing of L2CP Service Frames are contained in MEF 6.1.1.[13] 

                                                
11 Per [R83], if one of the UNIs associated by an EVC has All to One Bundling Enabled, then all of the UNIs associ-

ated by the EVC have All to One Bundling Enabled. 
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8.8 EVC Related Performance Service Attributes 

The performance for an EVC is specified using one or more Performance Metrics. A Perfor-

mance Metric is a quantitative characterization of Service Frame delivery quality. This section 

specifies the following Service Frame Performance Metrics: 

 One-way Frame Delay Performance (Section 8.8.1), 

 One-way Frame Delay Range Performance (Section 8.8.1), 

 One-way Mean Frame Delay Performance (Section 8.8.1), 

 One-way Inter-Frame Delay Variation Performance (Section 8.8.2), 

 One-way Frame Loss Ratio Performance (Section 8.8.3) 

 One-way Availability Performance (Section 8.8.4), 

 One-way Resiliency Performance expressed as High Loss Intervals (Section 8.8.5), 

 One-way Resiliency Performance expressed as Consecutive High Loss Intervals (Section 

8.8.5), and 

 One-way Group Availability Performance (Section 8.8.6). 

The technical specification of the service level being offered by the Service Provider to the Sub-

scriber is defined to be the Service Level Specification (SLS). For any given SLS, performance 

objectives related to the Performance Metrics may or may not be specified. 

[R27] If an SLS contains an objective for a given performance attribute, then the 

SLS MUST specify the related parameters for that objective. 

An SLS can contain multiple objectives for a given Performance Metric, but one or more of the 

parameters associated with each objective for a given Performance Metric need to be different 

from each other. For example, an SLS could contain two objectives for One-way Frame Delay 

Performance each corresponding to a different value of dP  (see Section 8.8.1). 

However, certain parameters defined in Section 8.8.4 can assume only a single value in an SLS 

per the following three requirements: 

[R28] An SLS MUST use a single value for t  for all Performance Metrics where 

t  is used. 

[R29] An SLS MUST use a single value for C for all Performance Metrics where C 

is used. 

[R30] An SLS MUST use a single value for n for all Performance Metrics where n 

is used. 
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Performance Attributes, with the exception of Availability,12 apply to Qualified Service Frames, 

which are frames that meet the following criteria for a given Class of Service Name (See Section 

10.2): 

[R31] An SLS MUST define Qualified Service Frames as every Service Frame that 

satisfies the following criteria for a given EVC, a given ordered UNI pair 

ji,  associated by the EVC, a given time interval T , and a given Class of 

Service Name: 

 Each Service Frame MUST ingress at UNI i, 

 Each Service Frame MUST map to the given EVC at UNI i via the CE-VLAN 

ID/EVC Map. (See Section 9.10.), 

 Each Service Frame MUST NOT be discarded per requirements [R69], [R70], 

[R89], [R128], [D1], [D2], or any of the conditions specified per [R16]. 

 The first bit of each Service Frame MUST arrive at UNI i within the time interval 

T , and within a time interval t  smaller than T  that has been designated as part 

of Available Time for ji,  (see Section 8.8.4), 

 Each Service Frame MUST have the given Class of Service Name (See Section 

10.2 for the description of how the Class of Service Name is determined from the 

Class of Service Identifier for a Service Frame.), 

 Each Service Frame that is subject to an Ingress Bandwidth Profile MUST have 

an Ingress Bandwidth Profile compliance of Green, and 

 Each Service Frame that is not subject to an Ingress Bandwidth Profile MUST 

meet one of the following two conditions: 

 The Service Frame has no Color Identifier, or 

 The Service Frame has a Color (see Section 10.3) that is Green per the color indica-

tion requirements of MEF 23.1[22]. 

Note that the determination of Qualified Service Frames depends on the values of t , C  and n  

via Section 8.8.4. Thus any SLS that contains a performance objective for a Performance Metric 

based on Qualified Service Frames will need to specify values for these parameters. The only 

Performance Metric that does not depend on Qualified Service Frames is Availability but this 

Performance Metric depends directly on t , C  and n . Thus it follows that an SLS that contains 

one or more performance objectives will need to specify values for t , C  and n . 

[R32] An SLS MUST use a single value of T  for all Performance Metrics. 

                                                
12 Availability is used to define Qualified Service Frames. 
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Performance objectives are defined for non-empty subsets of the ordered pairs of UNIs that are 

associated by the given EVC. Appendix A.4 provides examples on how to structure these subsets 

to be UNI-oriented and EVC-oriented. 

 One-way Frame Delay Performance for an EVC 

This section defines three Performance Metrics: the One-way Frame Delay Performance corre-

sponding to a percentile of the distribution, the One-way Mean Frame Delay, and the One-way 

Frame Delay Range. 

The One-way Frame Delay for an egress Service Frame at a given UNI in the EVC is defined as 

the time elapsed from the transmission at the ingress UNI of the first bit of the corresponding 

ingress Service Frame until the reception of the last bit of the Service Frame at the given UNI. 

Recall that the Service Frame consists of the first bit of the Destination Address through the last 

bit of the Frame Check Sequence. This delay definition is illustrated in Figure 9. 

 

CarrierCarrier

Ethernet NetworkEthernet Network

UNI to UNIUNI to UNI

first bit infirst bit in

last bit outlast bit out

timetime

CECE CECE

FrameFrame

DelayDelay

 

Figure 9 - Frame Delay for Service Frame 

Note that this definition of Frame Delay for a Service Frame is the one-way13 delay that includes 

the delays encountered as a result of transmission of the Service Frame across the ingress and 

egress UNIs as well as that introduced by the CEN. 

Each such Performance Metric is based on a subset of the ordered pairs of UNIs in the EVC for a 

time interval T. 

[R33] For a given non-empty set of ordered pairs of UNIs S, a time interval T, and a 

given Class of Service Name, the SLS MUST define each Frame Delay Per-

formance Metric as follows: 

 Let the UNIs in the EVC be numbered from 1 to m. And let S be a non-empty 

subset of the ordered UNI pairs in the EVC. That is 

   SjimjmijiS ,,,...,1,,...,1|, . 

                                                
13 One-way delay is difficult to measure and therefore one way delay may be approximated from two way measure-

ments. However measurement techniques are beyond the scope of this document. 
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 Let 
ji

Tdd
,

 represent the dP -Percentile of one-way delay for all Service Frames de-

livered to UNI j resulting from an ingress Qualified Service Frame at UNI i. If 

there are no such egress Service Frames at UNI j, then 
ji

Tdd
,

 Undefined. 

 Then the One-way Frame Delay Performance Metric MUST be defined as the 

maximum value of all of the defined values 
ji

Tdd
,

 for Sji , , unless all 
ji

Tdd
,

 

are Undefined in which case the performance is Undefined. 

 Let 
jiji

Tr

ji

TR ddd
,

min

,,
 . The term 

ji

Trd
,

 represents the rP -Percentile of the one-

way delay for all Service Frames delivered to UNI j resulting from an ingress 

Qualified Service Frame at UNI i. The term 
ji

d
,

min  is the minimum of the one-way 

delays for all Service Frames delivered to UNI j resulting from an ingress Quali-

fied Service Frame at the UNI i. If there are no such egress Service Frames at 

UNI j resulting from ingress Qualified Service Frames at UNI i, then 
ji

TRd
,

 Un-

defined. 

 Then the One-way Frame Delay Range Performance Metric MUST be defined as 

the maximum value of all of the defined values of 
ji

TRd
,

 for Sji , , unless all 

ji

TRd
,

 are Undefined in which case the performance is Undefined. 

 Let 
ji

T

,
  represent the arithmetic mean of one-way delay for all Service Frames 

delivered to UNI j resulting from an ingress Qualified Service Frame at UNI i. If 

there are no such egress Service Frames at UNI j resulting from ingress Qualified 

Service Frames at UNI i, then 
ji

T

,
  Undefined. 

 Then the One-way Mean Frame Delay Performance Metric MUST be defined as 

the maximum value of all of the values 
ji

T

,
  for Sji , , unless all 

ji

T

,
  are 

Undefined in which case the performance is Undefined. 

To restate the Frame Delay definition mathematically, let the UNIs in the EVC be numbered 

from 1 to m and let 
ji

TD
,

 be the set of one-way Frame Delay values for all egress Service 

Frames at UNI j resulting from ingress Qualified Service Frames at UNI i. 
ji

TD
,

can be ex-

pressed as  ji

N

jijiji

T ji

T

dddD
,,

2

,

1

,

,,...,, , where 
ji

kd
,

 is the one-way Frame Delay of the kth Ser-

vice Frame. Define 
ji

Tdd
,

 for 0dP  as 

 






















 



                                       otherwise 

1 if ,
100

|min
,

1

,

,

,
,

,

Undefined

NddI
N

PDd
d

ji

T

N

k

ji

kji

T

d

ji

Tji

Td

ji

T
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where  kdI ,  is an indicator function defined by 

 


 


otherwise 0

  if 1
,

k

k

dd
ddI

. 

ji

Tdd
,

 is the minimal delay during the time internal T  that dP  percent of the frames do not ex-

ceed. 

Then a one-way Frame Delay Performance Metric for an EVC can be expressed as 

 











SjiNUndefined

NSjid
d

ji

T

ji

T

ji

Td

ST
, allfor  0 all  when 

      0  whereand ,|max
,

,,

,

. 

Another parameter is the objective for the difference between the rP  percentile delay and

 ji

T

ji
Ddd

,,

min min  , expressed as 












     0 if 

0 if )(
,

,,

min

,
,

ji

T

ji

T

jiji

Trji

TR
NUndefined

Ndd
d

 

where 

 







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



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



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 
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                                                 otherwise 
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,
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Then a one-way Frame Delay Range Performance Metric for an EVC can be expressed as 

 
 

, allfor  0 all  when 

      0  whereand ,|max
,

,,

,




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
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

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NSjid
d
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ji

T

T
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STR

. 

Another One-way Frame Delay attribute is the arithmetic mean of 
ji

TD
,

, which can be expressed 

as 

 
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 
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Then a One-way Mean Frame Delay Performance Metric for an EVC can be expressed as 
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 











SjiNUndefined

NSji
ji

ji

T

T

ji

T

ST
, allfor  0 all  when 

      0  whereand ,|max
,

,,

,




. 

The parameters of these three One-way Frame Delay Performance Metrics are given in Table 6. 

 

Parameter Description 

T The time interval  

S Non-empty subset of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

dP  A specific percentile > 0 for One-way Frame Delay Performance 

rP  A specific percentile > 0 for One-way Frame Delay Range Performance 

d̂  One-way Frame Delay Performance Objective corresponding to dP  

Rd̂  One-way Frame Delay Range Performance Objective corresponding to rP  

̂  One-way Mean Frame Delay Performance Objective 

Table 6 – One-way Frame Delay Performance Parameters 

[R34] Given T, S, CoS_Name, dP , and a one-way Frame Delay Performance objec-

tive d̂ , expressed in time units, an SLS MUST define the one-way Frame 

Delay Performance objective as met over the time interval T for the subset S 

if and only if dd ST
ˆ

,   or STd ,  is Undefined. 

[R35] Given T, S, CoS_Name, rP , and a One-way Frame Delay Range Performance 

objective Rd̂ , expressed in time units, an SLS MUST define the one-way 

Frame Delay Range Performance objective as met over the time interval T for 

the subset S if and only if RSTR dd ˆ
,   or STRd ,  is Undefined. 

[R36] Given T, S, CoS_Name, and a One-way Mean Frame Delay Performance ob-

jective ̂ , expressed in time units, an SLS MUST define the Mean Frame 

Delay Performance as met over the time interval T for the subset S if and only 

if  ˆ
, ST  or ST ,  is Undefined. 

Recall that if any of 
ji

Tdd
,

, 
ji

Trd
,

, or 
ji

T

,
  are Undefined for time interval T and ordered pair 

ji, , then the performance for that ordered pair is to be excluded from calculations on the per-

formance of pairs in S. 

As noted in [R33] and Table 6, the subset S has to be a non-empty subset of the ordered pairs of 

UNIs in the EVC. This is the only requirement on S for Point-to-Point and Multipoint-to-

Multipoint EVCs. For example, S can contain just one of the ordered UNI pairs in a Point-to-

Point EVC. Rooted-Multipoint EVCs have an additional requirement on S per [R37]. 
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[R37] For a Rooted-Multipoint EVC, S MUST be a non-empty subset of the ordered 

pairs of UNIs in the EVC such that all ordered pairs in S contain at least one 

UNI that has the Root Role. 

 One-way Inter-Frame Delay Variation Performance for an EVC 

One-way Inter-Frame Delay Variation (IFDV) is the difference between the one-way delays of a 

pair of selected Service Frames. This definition is borrowed from RFC 3393 [11] where IP pack-

et delay variation is defined. 

Let 
qa  be the time of the arrival of the first bit of the qth Service Frame at the ingress UNI, then 

the two frames k and l are selected according to the selection criterion: 

 lk aa
 

Let qr  be the time frame q is successfully received (last bit of the frame) at the egress UNI and 

let qd  be the delay for frame q, then the difference in the delays encountered by frame k and 

frame l is given by lk dd  . Define 

       klklllkklkkl rraaararddd 
 

A positive value for lk dd   implies that the two frames are closer together at the egress UNI 

while a negative value implies that the two frames are further apart at the egress UNI. If either or 

both frames are lost or not delivered due to, for example, FCS violation, then the value kld  is 

not defined and does not contribute to the evaluation of the One-way Inter-Frame Delay Varia-

tion. 

Figure 10 shows a depiction of the different times that are related to One-way Inter-Frame Delay 

Variation Performance. 

Ingress

Egress

k k+1 l+1l

ak al



rk
rl

Time

dk dl

 

Figure 10 – One-way Inter-Frame Delay Variation Definition 

[R38] For a given non-empty set of ordered pairs of UNIs S, a time interval T, and a 

given Class of Service Name, the SLS MUST define the One-way Inter-

Frame Delay Variation Performance Metric as follows: 
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 Let the UNIs in the EVC be numbered from 1 to m. And let S be a non-empty 

subset of the ordered UNI pairs in the EVC. That is

   SjimjmijiS ,,,...,1,,...,1|, . 

 Let 
ji

Td
,~

  be the vP -percentile of the kld 's of all Qualified Service Frame pairs 

where each Qualified Service Frame ingresses at UNI i and results in an egress 

Service Frame at UNI j and whose difference in the arrival times of the first bit of 

each Service Frame in the pair at UNI i was  . 

 If there are no such pairs of Service Frames for UNI i and UNI j, then 

Undefinedd
ji

T 
,~

. 

 Then the One-way Inter-Frame Delay Variation Performance Metric MUST be 

the maximum of the values 
ji

Td
,~

  for Sji , , unless all 
ji

Td
,~

  are Undefined 

in which case the performance is Undefined. 

This definition is in agreement with the IP packet delay variation definition given in RFC3393 

[11] where the delay variation is defined as the difference between the one-way delay of two 

packets selected according to some selection function and are within a given interval [T1, T2]. 

The choice of the value for   can be related to the application timing information. As an ex-

ample for voice applications where voice frames are generated at regular intervals,   may be 

chosen to be few multiples of the inter-frame time. 

To restate the definition mathematically, let the UNIs in the EVC be numbered from 1 to m. And 

let S be a non-empty subset of the ordered UNI pairs in the EVC. That is 

   SjimjmijiS ,,,...,1,,...,1|,
. 

Let 

},...,,{
,,

2

,

1

,

,

ji

N

jijiji

T ji

T

dddV 
 

be the set of all absolute value of delay variations for all eligible pairs of Qualified Service 

Frames from UNI i to UNI j where the difference in the arrival times of the first bit of each Ser-

vice Frame at the ingress UNI was exactly  . Define 























 



                                        otherwise 

1 if ),(
100

|min~ ,

1

,

,

,
,

,

Undefined

NddI
N

PVd
d

ji

T

N

k

ji

kji

T

v

ji

Tji

T

ji

T

 

Where  ddI ,  is an indicator function defined by 
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 
otherwise

 if

0

1
,

dd
ddI









. 

Then a One-way Inter-Frame Delay Variation Performance Metric for an EVC can be expressed 

as 

 











SjiNUndefined

NSjid
d

ji

T

ji

T

ji

T

ST
, allfor  0 all when 

   1  whereand ,|
~

max~
,

,,

,

. 

The parameters and objective for a One-way Inter-Frame Delay Variation Performance Metric 

are given in Table 7. 

 

Parameter Description 

T The time interval  

S Non-empty subset of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

vP  One-way Inter-Frame Delay Variation Performance percentile 

  
The separation between frame pairs for which One-way Inter-

Frame Delay Variation Performance is defined 

d


 One-way Inter-Frame Delay Variation Performance Objective 

Table 7 – One-way Inter-Frame Delay Variation Parameters 

[R39] Given T, S, CoS_Name, vP ,  , and d


, the One-way Inter-Frame Delay 

Variation Performance MUST be defined by an SLS as met over the time in-

terval T for the subset S if and only if dd ST


 ,

~
 or STd ,

~
  is Undefined. 

Recall that if the One-way Inter-Frame Delay Variation is Undefined for time interval T and or-

dered pair ji, , then the performance for that ordered pair is excluded from calculations on the 

performance of pairs in S. 

As noted in [R38] and Table 7, the subset S has to be a non-empty subset of the ordered pairs of 

UNIs in the EVC. This is the only requirement on S for Point-to-Point and Multipoint-to-

Multipoint EVCs. For example, S can contain just one of the ordered UNI pairs in a Point-to-

Point EVC. Rooted-Multipoint EVCs have an additional requirement on S per [R40]. 

[R40] For a Rooted-Multipoint EVC, S MUST be a non-empty subset of the ordered 

pairs of UNIs in the EVC such that all ordered pairs in S contain at least one 

UNI that has the Root Role. 
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 One-way Frame Loss Ratio Performance for an EVC 

[R41] For a given non-empty set of ordered pairs of UNIs S, a time interval T, and a 

given Class of Service Name, the SLS MUST define the One-way Frame 

Loss Ratio Performance Metric as follows 

 Let the UNIs in the EVC be numbered from 1 to m. And let S be a non-empty 

subset of the ordered UNI pairs in the EVC. That is 

   SjimjmijiS ,,,...,1,,...,1|, . 

 Let 
ji

TI
,

 denote the number of ingress Qualified Service Frames at ingress UNI i 

that should have been delivered to UNI j according to the Service Frame Delivery 

service attributes (see Section 8.5). 

 Let 
ji

TE
,

 be the number of unique (not duplicate) egress Service Frames where 

each frame is the first egress Service Frame delivered to UNI j that results from a 

Service Frame counted in 
ji

TI
,

. 

 Define 





















 



            otherwise 

1 if 100
,

,

,,

,

Undefined

I
I

EI

FLR
ji

Tji

T

ji

T

ji

T
ji

T . 

 Then the One-way Frame Loss Ratio Performance Metric MUST be defined as 

 











SjiIUndefined

ISjiFLR
FLR

ji

T

ji

T

ji

T

ST
, allfor  0 all when 

 1  whereand ,|max
,

,,

, . 

In the case of a Multipoint-to-Multipoint or a Rooted-Multipoint EVC, the Service Provider and 

the Subscriber can agree to define 
ji

TFLR
,

 as 






















 



                otherwise  

1
~

 if 100~

~
,

,

,,

,

Undefined

I
I

EI

FLR
ji

Tji

T

ji

T

ji

T
ji

T

 

where  
~ ,,


ji

T

ji

T II  the number of frames counted in 
ji

TI
,

 discarded by the Service Provid-

er, in order to conform to either the UNI Line Rate of UNI j or an Egress Bandwidth Profile (if 

one is used) at UNI j. Such Service Frame drops may occur anywhere in the network, not just 

close to UNI j. One example of this could be where an Egress Bandwidth Profile is applied on a 

link within the network. Another example of this could be where excessive frames exceed the 

line rate on a link within the network. Good traffic engineering principles would suggest drop-

ping such excessive frames as close to the ingress as possible. This adjustment is meant to ac-
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count for a focused overload of traffic sent to UNI j from multiple ingress UNIs. The details of 

such an adjustment are beyond the scope of this document. 

The parameters and objective of a One-way Frame Loss Ratio Performance Metric are given in 

Table 8. 

 

Parameter Description 

T The time interval  

S Non-empty subset of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

L̂  One-way Frame Loss Ratio Performance objective 

Table 8 – One-way Frame Loss Ratio Performance Parameters 

[R42] Given T, S, CoS_Name, and a One-way Frame Loss Ratio Performance objec-

tive L̂ , the One-way Frame Loss Performance MUST be defined as met over 

the time interval T for the subset S if and only if LFLR ST
ˆ

,   or STFLR ,  is 

Undefined. 

Recall that if the One-way Frame Loss Ratio Performance is Undefined for time interval T and 

ordered pair ji, , then the performance for that ordered pair is excluded from calculations on 

the performance of pairs in S. 

As noted in [R41] and Table 8, the subset S has to be a non-empty subset of the ordered pairs of 

UNIs in the EVC. This is the only requirement on S for Point-to-Point and Multipoint-to-

Multipoint EVCs. For example, S can contain just one of the ordered UNI pairs in a Point-to-

Point EVC. Rooted-Multipoint EVCs have an additional requirement on S per [R43]. 

[R43] For a Rooted-Multipoint EVC, S MUST be a non-empty subset of the ordered 

pairs of UNIs in the EVC such that all ordered pairs in S contain at least one 

UNI that has the Root Role. 

 One-way Availability Performance for an EVC 

Availability Performance is the percentage of time within a specified time interval during which 

the Service Frame loss is small. (The precise definition is presented in the following paragraphs.) 

As an example, a service provider can define the Availability Performance to be measured over a 

month and the value for the Availability Performance objective to be 99.9%. In a month with 30 

days and no Maintenance Interval (defined below) this objective will allow the service to be Un-

available for approximately 43 minutes out of the whole month. 

Informally, Availability Performance is based on Service Frame loss during a sequence of con-

secutive small time intervals. When the previous sequence was defined as Available, if the frame 

loss is high for each small time interval in the current sequence, then the small time interval at 

the beginning of the current sequence is defined as Unavailable; otherwise it is defined as Avail-

able. On the other hand, when the previous sequence was defined as Unavailable, if frame loss is 

low for each small time interval in the current sequence, then the small time interval at the be-
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ginning of the current sequence is defined as Available; otherwise, it is defined as Unavailable. 

The formal definition follows. 

For a time interval T, and a given Class of Service Name, Availability from ingress UNI i to 

egress UNI j is based on the following three parameters: 

 t , a time interval much smaller than T, 

 C, a frame loss ratio threshold which if exceeded suggests unavailability, 

 n , the number of consecutive small time intervals, t , over which to assess 

availability. 

Each kt in T is defined to be either “Available” or “Unavailable” and this is represented by 

 kji
tA 

,
 where   1

,
 kji

tA  means that kt  is Available and   0
,

 kji
tA  means that kt  

is Unavailable. 

The definition of  kji
tA 

,
 is based on the frame loss ratio function,  kji

tflr 
,

, which is de-

fined as follows. 

Let 
ji

tI
,

  be the number of ingress Service Frames that meet the following conditions: 

 The first bit of each Service Frame arrives at UNI i within the time interval t , 

 Each Service Frame is mapped to the EVC via the CE-VLAN ID/EVC Map, 

 Each Service Frame should be delivered to UNI j according to the frame delivery 

service attributes (see Section 8.5), 

 Each Service Frame has the given Class of Service Name, 

 Each Service Frame is not discarded per [R69], [R70], [R128], [D1], [D2], [O4], 

or any of the conditions specified per [R16], 

 Each Service Frame that is subject to an Ingress Bandwidth Profile has an Ingress 

Bandwidth Profile compliance of Green, and 

 Each Service Frame that is not subject to an Ingress Bandwidth Profile either has 

no Color Identifier or a Color of Green per the color indication requirements of 

MEF 23.1 [22]. 

Let 
ji

tE
,

  be the number of unique (not duplicate) egress Service Frames where each Service 

Frame is the first unerrored egress Service Frame at UNI j that results from a Service Frame 

counted in 
ji

tI
,

 . 
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Then  





















 

 





                      otherwise 0

1 if 
,

,

,,

,

ji

tji

t

ji

t

ji

t

ji

I
I

EI

tflr . 

In the case of a Multipoint-to-Multipoint or a Rooted-Multipoint EVC, the Service Provider and 

the Subscriber can agree to define  tflr
ji


,  as 

 





















 

 





            otherwise 0

1
~

 if ~

~
,

,

,,

,

ji

tji

t

ji

t

ji

t

ji

I
I

EI

tflr

 

where  
~ ,,

 

ji

t

ji

t II the number of Qualified Service Frames discarded by the Service Provid-

er, in order to conform to either the UNI Line Rate of UNI j or an Egress Bandwidth Profile (if 

one is used) at UNI j. Such Service Frame drops may occur anywhere in the network, not just 

close to UNI j. One example of this could be where an Egress Bandwidth Profile is applied on a 

link within the network. Another example of this could be where excessive frames exceed the 

line rate on a link within the network. Good traffic engineering principles suggest dropping such 

excessive frames as close to the ingress as possible. This adjustment is meant to account for a 

focused overload of traffic sent to UNI j from multiple ingress UNIs. The details of such an ad-

justment are beyond the scope of this document. 

0t  is the first short time interval agreed by the Service Provider and Subscriber at or after turn-

up of the EVC.  kji
tA 

,
 is defined by the flow diagram in Figure 11 for ,...2,1,0k . 
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  11,
 kji

tA

  ,
,

Ctflr mji


1,...,1,  nkkkm

  ,
,

Ctflr mji


1,...,1,  nkkkm

  0
,

 kji
tA

  1
,

 kji
tA

Yes

No

Yes

No

Yes

No

/*Check availability of previous interval*//*Transition to Available if 

next n intervals have low 

loss*/

/*Transition to Unavailable 

if next n intervals have high 

loss*/

0or k

Begin

 

Figure 11 – Flowchart Definition of  kji
tA 

,
 

An alternative way of expressing  kji
tA 

,
 for 0k  is 

 
 



 


                                               otherwise 1

1,...1,0 allfor  , if 0
,

0,

nmCtflr
tA

mji

ji

 

and for ,...2,1k  is 

 
   
   

 





















                                                                           otherwise 

1,...,1, allfor  , and 0 if 1

1,...,1, allfor  , and 1 if 0

1

,1

,1

,

ki,j

mjiki,j

mjiki,j

kji

tA

nkkkmCtflrtA

nkkkmCtflrtA

tA . 

In the event of a conflict between the above equations and Figure 11, the content of Figure 11 is 

controlling. 

The availability for kt  is based on the frame loss ratio during the short interval and each of the 

following 1n  short intervals and the availability of the previous short time interval. In other 

words, a sliding window of width tn  is used to determine availability. This use of a sliding 

window is similar to that of ITU-T Y.1563 [6]. 

Figure 12 presents an example of the determination of the availability for the small time intervals 

with a sliding window of 10 small time intervals. 
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Time

  Ctflr mji


,

  Ctflr mji


,

0t

10n

tn tn

  1
,

 kji
tA   1

,
 kji

tA  0
,

 kji
tA

1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 11 1 0 0 00

 

Figure 12 – Example of the Determination of  kji
tA 

,
 

The Availability for a particular Class of Service Name from UNI i to UNI j for a time interval T 

is based on the percentage of small time intervals that are Available. However the small time in-

tervals that occur during a Maintenance Interval are not included in the calculation of this per-

centage. A Maintenance Interval is a time interval agreed to by the Service Provider and Sub-

scriber during which the service may not perform well or at all. Examples of a Maintenance In-

terval include: 

 A time interval during which the Service Provider may disable the service for 

network maintenance such as equipment replacement, 

 A time interval during which the Service Provider and Subscriber may perform 

joint fault isolation testing, and 

 A time interval during which the Service Provider may change service features 

and making the changes may disrupt the service. 

Figure 13 shows an example of the elimination of short time intervals for a Maintenance Interval. 

  Ctflr mji


,

Time

  Ctflr mji


,

0t

10n

tn tn

  1
,

 kji
tA   1

,
 kji

tA  0
,

 kji
tA

Maintenance Interval

Excluded from Availability calculation for T

1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

X

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

 

Figure 13 – Example of the Impact of a Maintenance Interval 
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Let TW  be the set of all kt 's contained in T that do not intersect a Maintenance Interval and let 

TW  represent the number of elements in the set TW . 

Available Time for the ordered UNI pair ji, , denoted 
ji

AT
,

, is defined as 

  1,|
,,

 kjiTkkji
tAWttAT

. 

Unavailable Time for the ordered UNI pair ji, , denoted 
ji

UT
,

, is defined as 

  0,|
,,

 kjiTkkji
tAWttUT

. 

Then the Availability for a particular Class of Service Name from UNI i to UNI j for a time in-

terval T, is defined by 

 














                        otherwise 100

0 if 
100

,,

TkT Wt

Tkji

T

ji WtA
WA

. 

In words, Availability Performance is the percentage of kt 's that do not intersect a Maintenance 

Interval that have   1
,

 kji
tA . 

Note that the definition of TW  means that the boundaries of T  and the boundaries of a Mainte-

nance Interval do not have to align with the boundary of a kt . The definition of Availability 

Performance excludes any kt  that straddles the boundary between two T 's or that straddles the 

boundary of a Maintenance Interval. 

[R44] For a given non-empty set of ordered pairs of UNIs, S, a time interval T, a 

time interval t , and a given Class of Service Name, the SLS MUST define 

the One-way Availability Performance Metric as follows: 

 Let the UNIs associated by the EVC be numbered m,...,2,1 . 

 Let S be a non-empty subset of the ordered pairs of UNIs, i.e., 

   SjimjmijiS ,,,...,2,1,,...2,1|, . 

 Then the Availability for a particular Class of Service Name for the set S is de-

fined by  SjiAA
ji

T

S

T  ,|min
,

. 

The parameters of a One-way Availability Performance Metric are given in Table 9. Note that 

there are constraints on t , C and n per [R28], [R29], and [R30]. 
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Parameter Description 

T The time interval  

S Non-empty subset of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

t  A time interval much smaller than T 

C Unavailability frame loss ratio threshold 

n Number of consecutive small time intervals for assessing availability 

Â  Availability Performance Objective expressed as a percentage 

Table 9 – One-way Availability Performance Parameters for an EVC 

[R45] Given T, S, CoS_Name, t , C, n, and Â , the SLS MUST define the One-way 

Availability Performance Objective as being met if and only if AAS

T
ˆ . 

As noted in [R44] and Table 9, the subset S has to be a non-empty subset of the ordered pairs of 

UNIs in the EVC. This is the only requirement on S for Point-to-Point and Multipoint-to-

Multipoint EVCs. For example, S can contain just one of the ordered UNI pairs in a Point-to-

Point EVC. Rooted-Multipoint EVCs have an additional requirement on S per [R46]. 

[R46] For a Rooted-Multipoint EVC, S MUST be a non-empty subset of the ordered 

pairs of UNIs in the EVC, such that all ordered pairs in S contain at least one 

UNI that has the Root Role. 

 One-way Resiliency Performance for an EVC 

This section defines attributes for the Resiliency Performance of an ordered pair of UNIs, ji, . 

Resiliency Performance is the number of High Loss Intervals and/or Consecutive High Loss In-

tervals in a time period T. The definitions depend on the Availability status of each t  to deter-

mine whether Resiliency performance counts toward objectives. The Resiliency attributes are 

similar to the definitions of Severely Errored Seconds (SES) and Consecutive SES in section 9 

and Annex B (respectively) of Y.1563 [6], when t  = 1 second. 

Figure 14 illustrates how the two Resiliency attributes defined here, counts of High Loss Inter-

vals and counts of Consecutive High Loss Intervals, fit into the hierarchy of time and other at-

tributes. 
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SLS Interval, T

Unavailable Time Available Time

High Loss Intervals
Non-High Loss

Intervals

Consecutive High Loss

Intervals

Non-Consecutive 

High Loss Intervals

Maintenance Interval

Time

 

Figure 14 – Hierarchy of Time Showing the Resiliency Attributes 

A High Loss Interval (HLI) is a small time interval contained in T (having the same duration as 

the interval, t , defined in Section 8.8.4) with a high frame loss ratio. When sufficient HLIs are 

adjacent, the interval is designated as a Consecutive High Loss Interval (CHLI). Section 8.8.4 

defines terminology for Availability. This section re-uses that terminology and defines the fol-

lowing terms: 

 )(
, kji

tH  : The high loss state of kt , equal to 1 if   Ctflr kji


,
 and kt  is in 

Available Time, otherwise equal to 0. 

 
ji

TL
,

: Count of High Loss Intervals over T. 

 L̂ : HLI Count Objective for S, T, and a given Class of Service Name. 

 p: the minimum integer number of t ’s in the (sliding) window (with 0 < p < n) 

to qualify as a CHLI. 

 
ji

TB
,

: Count of CHLIs. 

 B̂ : CHLI Count Objective for S, T, and a given Class of Service Name. 

An equivalent definition for )(
, kji

tH   is 
 



 


otherwise 0

, if 1
)( ,,

,

CtflrATt
tH

kjijik

kji
. 

For every t  in T that does not intersect a Maintenance Interval, the flr and Availability state 

determine the value of )(
, kji

tH  , either 1 or 0 as defined above. 

[R47] For the SLS, the count of High Loss Intervals over T MUST be determined 

by  



Tt

ji

ji

T tHL
,

,
. 
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Note that a counter for H may be implemented in post processing (e.g., in a Management Sys-

tem), outside the Network Element that is monitoring the frame loss rate of each t . This could 

be necessary to correlate with t ’s in a Maintenance Interval. 

When counting CHLI, the threshold p is used similarly to the variable n for the window size in 

the Availability attribute, and p < n. 

[R48] For the SLS, the Consecutive High Loss Intervals over T MUST be deter-

mined according to the flow chart in Figure 15. 

Begin

 Ttk k  |integermin

0
,


ji

TB

  kpkmtH mji
,...,1,1

,


  ,1
,

  pkji
tH

1
,,


ji

T

ji

T BB

1 kk

Ttk End

No

No

No

Yes

Yes

Yes

/*Counter = 0 at start of T*/

/*p consecutive  High Loss

intervals?*/

/*Existing consecutive run?*/

/*Increment counter*/

 

Figure 15 – Determining and Counting Consecutive High Loss Intervals over T 

Figure 16 shows an example that depicts the HLI and CHLI counting processes when there is no 

Maintenance Interval. 
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  Ctflr mji
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,

Time

  Ctflr mji
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,
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Figure 16 – Example of Counting High Loss Intervals and Consecutive High Loss Intervals 

Let the UNIs associated by the EVC be numbered m,...,2,1  and let S be a non-empty subset of 

the ordered pairs of UNIs, i.e.,    SjimjmijiS ,,,...,2,1,,...2,1|, . Then the HLI 

and CHLI performance attributes for a particular Class of Service Name for the set S are defined 

by 

 SjiLL
ji

T

S

T  ,|max
,

 and 
 SjiBB

ji

T

S

T  ,|max
,

. 

The parameters of the One-way Resiliency Performance Metrics are given in Table 10. Note that 

there are constraints on t , C and n per [R28], [R29], and [R30]. 

 

Parameter Description 

T The time interval  

S Non-empty subset of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

t  A time interval much smaller than T 

C Unavailability frame loss ratio threshold 

p Number of consecutive small time intervals for assessing CHLI, where p < n 

L̂  HLI Performance Objective expressed as an integer 

B̂  Consecutive HLI Performance Objective expressed as an integer 

Table 10 – One-way Resiliency Performance Parameters for an EVC 

[R49] Given T, S, CoS_Name, t , C, and L̂ , the SLS MUST define the HLI Per-

formance Objective as being met if and only if LLS

T
ˆ . 

[R50] Given T, S, CoS_Name, t , C, p, and B̂ , the SLS MUST define the CHLI 

Performance Objective as being met if and only if BB S

T
ˆ . 

As noted in Table 10, the subset S has to be a non-empty subset of the ordered pairs of UNIs in 

the EVC. This is the only requirement on S for Point-to-Point and Multipoint-to-Multipoint 
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EVCs. For example, S can contain just one of the ordered UNI pairs in a Point-to-Point EVC. 

Rooted-Multipoint EVCs have an additional requirement on S per [R51]. 

[R51] For a Rooted-Multipoint EVC, S MUST be a non-empty subset of the ordered 

pairs of UNIs in the EVC, such that all ordered pairs in S contain at least one 

UNI that has the Root Role. 

 One-way Group Availability Performance for an EVC 

For a given Class of Service Name, Group Availability performance is defined for a collection of 

two or more non-empty sets of ordered pairs of UNIs associated by the EVC denoted by 

 mSSG ,...,1 .14 It depends on the following parameters: 

 T , a time interval, 

 t , a time interval smaller than T , 

 C , a frame loss ratio threshold, 

 K , a positive integer, and 

 n , a positive integer. 

The Group Availability for the time interval t  is defined as 

 
 





 





              otherwise 0

,if 1
GS

g

G

KStA
tA

 

where     .,|min,
,

SjitAStA
ji

g   and  tA
ji


,
 is as defined in Section 8.8.4. In 

words,   1,  StAg
 when all ordered UNI pairs in S  have been experiencing low loss. Other-

wise   0,  StAg
. 

[R52] The SLS MUST define the One-way Group Availability Performance Metric 

as 
 














                        otherwise   100

      0 if 
100

Tk Wt

TkG

TG

WtA
WA  where TW  is the set of t  time in-

tervals contained in T that don't intersect a Maintenance Interval as defined in 

Section 8.8.4. 

The One-way Group Availability Performance Metric can be viewed as the percentage of time 

that at least K  kS 's are Available. For example, consider a Multipoint-to-Multipoint EVC that 

                                                
14 Section 11.1 contains a similar Performance Metric for the case where the sets of ordered UNI pairs come from 

more than one EVC. 
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associates UNIA, UNIB, and UNIC, 1K , and let  21, SSG   with 

 ABBA UNIUNIUNIUNIS ,,,1   and  ACCA UNIUNIUNIUNIS ,,,2  . Then GA  represents 

the percentage of time that UNIA has good connectivity with at least one of UNIB or UNIC. 

The parameters of a One-way Group Availability Performance Metric are given in Table 11. 

Note that there are constraints on t , C and n per [R28], [R29], and [R30]. 

 

Parameter Description 

T  The time interval  

mSS ,...,1  Non-empty subsets of the ordered UNI pairs in the EVC 

CoS_Name The Class of Service Name 

t  A time interval much smaller than T 

C  Unavailability frame loss ratio threshold 

K  Minimum number of S 's that are to be Available 

n  Number of consecutive small time intervals for assessing availability 

GÂ  Group Availability Performance Objective expressed as a percentage 

Table 11 – One-way Group Availability Performance Parameters for an EVC 

[R53] Given T , mSS ,...,1 , CoS_Name, t , C , K , n , and GÂ , the SLS MUST de-

fine the One-way Group Availability Performance Objective as being met if 

and only if GG AA ˆ . 

[R54] For a Rooted-Multipoint EVC, each mkSk ,...,1,   MUST be a non-empty 

subset of the ordered pairs of UNIs in the EVC, such that all ordered pairs in 

mkSk ,...,1,   contain at least one UNI that has the Root Role. 

8.9 EVC Maximum Service Frame Size Service Attribute 

The value for the EVC Maximum Service Frame Size is a positive integer in bytes. Any ingress 

Tagged Service Frame whose length exceeds the Maximum Service Frame Size is likely to be 

discarded. Any ingress Untagged Service Frame whose length exceeds the Maximum Service 

Frame Size minus 4 is likely to be discarded 

[R55] The value of the EVC Maximum Service Frame Size MUST be at least 1522 

bytes. 

[R56] The value of the EVC Maximum Service Frame Size MUST be less than or 

equal to the smallest of the UNI Maximum Service Frame Sizes (see Section 

9.7) for all UNIs associated by the EVC. 

[D1] An ingress Tagged Service Frame that is mapped to the EVC and whose 

length exceeds the EVC Maximum Service Frame Size SHOULD be discard-

ed. 
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[D2] An ingress Untagged Service Frame that is mapped to the EVC and whose 

length exceeds the EVC Maximum Service Frame Size minus 4 SHOULD be 

discarded. 

Note that an ingress Service Frame that is discarded per [D1] or [D2] does not consume tokens in 

a Bandwidth Profile (see Section 12). 

9. UNI Service Attributes 

This section describes attributes at each UNI. 

A UNI can have a number of characteristics that will be important to the way that the CE sees a 

service. One of the key aspects of a service description will be the allowable mix of UNIs with 

different characteristics in an EVC. For example, a specific (simple) service might require all 

UNIs to have the same speed at the physical layer. A more sophisticated service may allow a 

wide variety of speeds. 

9.1 UNI ID Service Attribute 

The UNI ID Service Attribute is independent of the EVCs at the UNI. It is assigned to the UNI 

by the Service Provider. It is an arbitrary string subject to the following requirements. 

[R57] The UNI ID MUST be unique among all UNIs for the CEN. 

[R58] The UNI ID MUST contain no more than 45 characters.5 

[R59] The UNI ID MUST be a non-null RFC 2579 [10] DisplayString but not con-

tain the characters 0x00 through 0x1f. 

As an example, the Service Provider might use “SCPOP1-Node3-Slot2-Port1" as a UNI ID and 

this could signify Port 1 in Slot 2 of Node 3 in Santa Clara POP1. 

Note that [R57] does allow two Service Providers to use the same identifier for different UNIs 

(one UNI per Service Provider). Of course, using globally unique identifiers for UNIs meets 

[R57]. 

9.2 Physical Layer Service Attribute 

This attribute is a list of physical layers, one for each physical link implementing the UNI per 

Section 9.4. Different physical links can use different physical layers. 

[R60] The Physical Layer for each physical link implementing the UNI MUST be 

one of the PHYs listed in IEEE Std 802.3 – 2012 [3] but excluding 

1000BASE-PX-D and 1000BASE-PX-U. 

[R61] The Physical Layer MUST operate in full duplex mode. 
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Typically there are no constraints in mixing UNIs with different physical media in the same 

EVC.15 

9.3 Synchronous Mode Service Attribute 

The Synchronous Mode Service Attribute is a list with one item for each of the physical links 

implementing the UNI per Section 9.4. Each item in the list takes on one of two values: “Ena-

bled” or “Disabled.” When the value of an item is “Enabled,” the bits transmitted from the CEN 

to the CE on the physical link corresponding to the item can be used by the CE as a bit clock ref-

erence. 

[R62] When the value of an item in the Synchronous Mode Service Attribute is 

“Enabled,” the Service Provider MUST specify the quality of the clock refer-

ence that is being provided on the physical link corresponding to the list item. 

The handling of L2CP frames carrying messages for the Ethernet Synchronization Message 

Channel (ESMC) as specified in ITU-T G. 8264 [5] is beyond the scope of this document. MEF 

22.1 [21] contains an example of the support of ESMC. 

9.4 Number of Links Service Attribute 

A UNI can be implemented with one or more physical links. This attribute specifies the number 

of such links. 

[R63] The value for the Number of Links Service Attribute MUST be at least 1. 

When there are two links, a protection mechanism is required to be identified with UNI Resilien-

cy Service Attribute, see Section 9.5. Protection mechanisms for a UNI with more than two links 

are beyond the scope of this document. 

9.5 UNI Resiliency Service Attribute 

The UNI Resiliency Service Attribute value can be “None,” “2-Link Aggregation,” or “Other.” 

[R64] If the value for the Number of Links Service Attribute is 1, then the value of 

the UNI Resiliency Service Attribute MUST be “None.” 

[R65] If the value for the Number of Links Service Attribute is 2, then the value of 

the UNI Resiliency Service Attribute MUST be “2-Link Aggregation.” 

[R66] When the value of the UNI Resiliency Service Attribute is “2-Link Aggrega-

tion,” the CEN MUST support Link Aggregation as in Clause 5.6.1 of IEEE 

Std 802.1AX – 2008 [1] with one Link Aggregation Group (LAG) across the 

links supporting the UNI and with one link in active mode and the other in 

standby mode.16 

                                                
15 An exception might be wireless when the service requires stringent requirements on packet loss. 
16 It is expected that a future MEF Technical Specification will place requirements on the Destination Address in the 

L2CP Service Frames used to meet this requirement. 
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[R67] If the value for the Number of Links is 3 or greater, then the value of the UNI 

Resiliency Service Attribute MUST be “Other.” 

Requirements for when the value of the UNI Resiliency Service Attribute is “Other” are beyond 

the scope of this document. 

9.6 Service Frame Format Service Attribute 

[R68] The format of the Service Frame MUST be that of the MAC frame that is 

specified in Clause 3 of IEEE Std 802.3 – 2012 [3]. 

[R69] An ingress Service Frame that is invalid as defined in Clause 3.4 of IEEE Std 

802.3 – 2012 [3] MUST be discarded. 

[R70] An ingress Service Frame with length that is less than 64 bytes MUST be dis-

carded as per Clause 4.2.4.2.2 of IEEE Std 802.3 – 2012 [3]. 

9.7 UNI Maximum Service Frame Size Service Attribute 

The value for the UNI Maximum Service Frame Size is a positive integer in bytes. 

[R71] The value of the UNI Maximum Service Frame Size MUST be at least 1522 

bytes. 

9.8 Service Multiplexing Service Attribute 

Service Multiplexing can be either Enabled or Disabled. 

[R72] A UNI with Service Multiplexing Enabled MUST be able to support multiple 

EVCs.17 

[O2] When a UNI has Service Multiplexing Enabled, Point-to-Point EVCs and 

Multipoint EVCs MAY be multiplexed in any combination at a UNI. 

Figure 17 shows an example of Service Multiplexing. In this example, CE A is attached to the 

CEN via a Gigabit Ethernet UNI. CEs B, C, and D are attached via 100 Mbps Ethernet UNIs. 

Using Service Multiplexing, instances of Point-to-Point EVCs to each of B, C, and D can be im-

plemented at A without requiring 3 physical ports on the CE at A. UNI A needs to have Service 

Multiplexing Enabled while the UNIs B, C, and D could have Service Multiplexing Enabled or 

Disabled. 

                                                
17 Since the UNI is dedicated to a single Subscriber, only one Subscriber can access the EVCs at the UNI. 
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Figure 17 – Example of Service Multiplexing on UNI A 

This attribute is independent of the EVCs at the UNI. 

9.9 Customer Edge VLAN ID 

At the given UNI, the Customer Edge VLAN ID (CE-VLAN ID) can be used to identify an EVC 

that associates this UNI. 

There are 4095 CE-VLAN IDs numbered 1 through 4095. The CE-VLAN ID for a VLAN 

Tagged Service Frame is the value of the VLAN ID in the tag. 

[R73] Untagged and Priority Tagged Service Frames MUST have the same CE-

VLAN ID. 

[R74] The CE-VLAN ID for Untagged and Priority Tagged Service Frames MUST 

be in the range 1, 2 , …, 4094.18 

When All to One Bundling is Enabled (Section 9.13), the value of the CE-VLAN ID for Un-

tagged and Priority Tagged Service Frames does not affect the behavior of the EVC as seen by 

the Subscriber and thus can be considered to be not applicable. In such a situation, there is no 

need for the Subscriber and the Service Provider to agree on the value of this CE-VLAN ID. 

[R75] When CE-VLAN ID Preservation is Disabled for an EVC to which the CE-

VLAN ID for Untagged and Priority Tagged Service Frames is mapped, 

egress Service Frames mapped to this EVC at the given UNI MUST be Un-

tagged Service Frames. 

Note that more than one CE-VLAN ID can map to the same EVC as described in Section 9.10. 

Note that the Customer VLAN Tag values 0 and 4095 in IEEE Std 802.1Q – 2011 [2] are re-

served for special purposes and thus the number of VLANs in a Subscriber network is typically 

                                                
18 4095 is not included for compatibility with IEEE Std 802.1Q – 2011 [2] where 4095 is reserved for special pur-

poses. 
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less than 4095. Nevertheless, Tagged Service Frames with any VLAN ID value as well as Un-

tagged Service Frames can exist at the UNI. Consequently the CE-VLAN ID can have 4095 val-

ues. However, fewer than 4095 EVCs can be supported at a UNI. See Section 9.11. 

The 4095 CE-VLAN IDs always exist at each UNI and are independent of the EVCs at the UNI. 

The CE-VLAN ID for Untagged and Priority Tagged Service Frames is also independent of the 

EVCs at the UNI. 

9.10 CE-VLAN ID/EVC Map Service Attribute 

 Basic Concept 

The CE-VLAN ID/EVC Map associates CE-VLAN IDs to EVCs. Note that this mapping applies 

to both ingress and egress Service Frames. For an ingress Service Frame, the CE-VLAN ID for 

the Service Frame and the CE-VLAN ID/EVC Map enable the CEN to know how to deliver the 

Service Frame. For an egress Service Frame, the CE-VLAN ID for the Service Frame and the 

CE-VLAN ID/EVC Map allow the CE to know which EVC the Service Frame came from. 

[R76] At each UNI there MUST be a mapping of each CE-VLAN ID to at most one 

EVC. 

Note that [R76] means that a given CE-VLAN ID need not be mapped to an EVC. 

[R77] When Bundling is Disabled and All to One Bundling is Disabled (as defined 

in Sections 9.12 and 9.13), exactly one CE-VLAN ID MUST be mapped to 

each EVC. 

Figure 18 is an example of a CE-VLAN ID/EVC Map. In this example and all of the following 

examples, the entry in the EVC column can be any suitable identifier for the EVC, e.g., the EVC 

ID (Section 8.2) or the UNI EVC ID (Section 10.1). 

 

CE-VLAN ID EVC 

47 EVC1 

1343 EVC2 

1719  EVC3 

EVC1 EVC2

EVC3

47

1343

untagged and

priority tagged, 17 UNI

 

Figure 18 – Example of a CE-VLAN ID/EVC Map 

                                                
19 In this example, the CE-VLAN ID for Untagged and Priority Tagged Service Frames is configured to 17. 
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In this example, an ingress VLAN Tagged Service Frame with CE-VLAN ID 47 is transported 

according to the properties and attributes of EVC1. An ingress Untagged or Priority Tagged Ser-

vice Frame is transported according to the properties and attributes of EVC3. An egress Service 

Frame coming from EVC2 is given CE-VLAN ID 1343. 

[R78] When an instance of the CE-VLAN ID/EVC Map does not contain an entry 

for a given CE-VLAN ID, any ingress Service Frame at the UNI with this 

CE-VLAN ID MUST NOT result in a corresponding egress Service Frame at 

any UNI in the CEN. 

Note that [R78] does not preclude processing ingress SOAM and L2CP Service Frames with a 

CE-VLAN ID that does not map to an EVC, but such frames do not result in an egress Service 

Frame at any UNI. 

In scenarios where All to One Bundling is Disabled, the Subscriber and the Service Provider 

need to agree upon the CE-VLAN ID/EVC Map at the UNI. Also note that for a given UNI, the 

CE-VLAN ID/EVC Map may be constrained by the range of CE-VLAN ID values that can be 

supported by the CE and the range of CE-VLAN ID values that can be supported by the Service 

Provider. 

 CE-VLAN ID Significance 

When CE-VLAN ID Preservation is Disabled ([R24]), the CE-VLAN ID/EVC mapping for a 

given EVC at a UNI can be different from the mapping at another UNI in the same EVC. How-

ever, in some cases it is mandated to be the same such as when CE-VLAN ID Preservation is 

Enabled ([R24]) or when Bundling is Enabled ([R81]). 

Figure 19 shows valid CE-VLAN ID/EVC Maps for three EVCs between two UNIs. Note that 

when CE-VLAN ID Preservation (Section 8.6.1) is Enabled for an EVC, the mappings for the 

EVC are identical as is the case for EVC1 in Figure 19. Otherwise the CE-VLAN ID cannot be 

preserved. 

 

UNI A  UNI B 

CE-VLAN ID EVC  CE-VLAN ID EVC 

47 EVC1   47 EVC1 

1343 EVC2  1719  EVC2 

187 EVC3  1343 EVC3 

EVC1

EVC2

EVC3

47

1343

187

UNI A UNI B

47

1343

untagged and priority tagged, 17

 

Figure 19 – Example of CE-VLAN ID/EVC Maps at Two UNIs 
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 Describing the Contents of the CE-VLAN ID/EVC Map 

The CE-VLAN ID/EVC Map described here is an abstraction. This description does not con-

strain how the contents can be described in a protocol, database, service order form, etc. For ex-

ample, shorthand descriptions such as the example of Section 9.12 or the protocol optimizations 

of the Ethernet Local Management Interface [18] are allowed. 

9.11 Maximum Number of EVCs Service Attribute 

This attribute defines the maximum number of EVCs that the UNI can support. 

[R79] Maximum Number of EVCs MUST have a value of at least one. 

9.12 Bundling Service Attribute 

Bundling can be either Enabled or Disabled. 

[R80] When a UNI has Bundling Enabled, it MUST be able to support more than 

one CE-VLAN ID mapping to a particular EVC at the UNI. 

The Bundling Service Attribute is independent of the EVCs at the UNI. 

Note that when more than one CE-VLAN ID is mapped to an EVC at a UNI, [R25] mandates 

that the EVC have CE-VLAN ID Preservation Enabled. 

[R81] An EVC with more than one CE-VLAN ID mapping to it MUST have the 

same list of CE-VLAN IDs mapping to the EVC at each UNI in the EVC. 

Figure 20 shows an example of Bundling. In this example, UNI A and UNI B have Bundling En-

abled as seen from the mapping for EVC1. (EVC1 has CE-VLAN ID Preservation Enabled.). 

Note that Bundling Enabled is compatible with Service Multiplexing. In Figure 20, UNI A and 

UNI B are examples of Service Multiplexing Enabled and Bundling Enabled on the same UNI. 

 

UNI A  UNI B  UNI C 

CE-VLAN ID EVC  CE-VLAN ID EVC  CE-VLAN ID EVC 

47,48,49 EVC1  47,48,49 EVC1  1 EVC2 

113 EVC3  1 EVC2  47 EVC3 

EVC1 EVC2

EVC3

47,48,49

113

UNI A UNI C

47

UNI B

47,48,49

1

1

 

Figure 20 – Example of Bundling 



  Ethernet Services Attributes Phase 3 

MEF 10.3 © The MEF Forum 2013. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of the MEF Forum." No user of this document is authorized to modify 

any of the information contained herein. 

Page 53 

 

This model does not constrain the way that the Service Provider and Subscriber communicate the 

contents of the CE-VLAN ID/EVC map. For example, a Service Provider could simply describe 

Bundling as shown in Figure 21. 

 

Description    Actual Map 

CE-VLAN ID EVC     CE-VLAN ID EVC 

2000 EVC1     2000 EVC1 

2001 EVC3     2001 EVC3 

All others EVC4     1, …, 1999, 2002, …, 4095 EVC4 

Figure 21 – Example of a Simple Description of Bundling 

9.13 All to One Bundling Service Attribute 

All to One Bundling Enabled is a special case of Bundling Enabled but it is sufficiently im-

portant to be called out as a separate attribute. 

All to One Bundling can be either Enabled or Disabled. 

[R82] When a UNI has All to One Bundling Enabled, all CE-VLAN IDs MUST 

map to a single EVC at the UNI. 

[R83] When a UNI has All to One Bundling Enabled, all other UNIs in the EVC as-

sociating this UNI MUST have All to One Bundling Enabled. 

Note that [R25] means that the EVC that associates a UNI with All to One Bundling Enabled is 

required to have CE-VLAN ID Preservation Enabled. 

The All to One Bundling service attribute is independent of the EVCs at the UNI. 

[R82] means that a UNI with All to One Bundling Enabled cannot have Service Multiplexing 

Enabled. 

Each column of Table 12 shows a valid combination of the Bundling, All to One Bundling and 

Service Multiplexing attributes. 

 

 
Valid Com-

bination 1 

Valid Com-

bination 2 

Valid Com-

bination 3 

Valid Com-

bination 4 

Valid Com-

bination 5 

Service Multiplexing Disabled Enabled Enabled Disabled Disabled 

Bundling Disabled Disabled Enabled Enabled Disabled 

All to One Bundling Disabled Disabled Disabled Disabled Enabled 

Table 12 – Valid Combinations of Service Multiplexing, Bundling, and All to One Bundling 

9.14 Ingress Bandwidth Profile per UNI Service Attribute 

[R84] For an Ingress Bandwidth Profile per UNI, a single Bandwidth Profile Flow 

based on criterion 1 of [R134] MUST be contained in a single Envelope. (See 

Section 12.1 for the definitions of Bandwidth Profile Flow and Envelope.) 
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As described in Section 12.2, only values for the parameters 
111111 ,,,,, CMCFEBSEIRCBSCIR  need to be specified for an Ingress Bandwidth Profile per 

UNI. 

Figure 22 illustrates an example of the application of ingress policing with an Ingress Bandwidth 

Profile per UNI. In the example of Figure 22, ingress Service Frames for the three EVCs would 

all be subject to a single Ingress Bandwidth Profile. The Ingress Bandwidth Profile per UNI 

manages bandwidth non-discriminately for all EVCs at the UNI, i.e., some EVCs may get more 

bandwidth while others may get less. 

The Ingress Bandwidth Profile per UNI service attribute is independent of the EVCs at the UNI. 

UNIUNI

EVCEVC11

EVCEVC22

EVCEVC33

Bandwidth ProfileBandwidth Profile

per Ingress UNIper Ingress UNI

 

Figure 22 – Ingress Bandwidth Profile per UNI 

9.15 Egress Bandwidth Profile per UNI Service Attribute 

[R85] For an Egress Bandwidth Profile per UNI, a single Bandwidth Profile Flow 

based on criterion 4 of [R134] MUST be contained in a single Envelope. (See 

Section 12.1 for the definitions of Bandwidth Profile Flow and Envelope.) 

As described in Section 12.2, only values for the parameters 
111111 ,,,,, CMCFEBSEIRCBSCIR  need to be specified for an Egress Bandwidth Profile per 

UNI. 

The Egress Bandwidth Profile per UNI manages bandwidth non-discriminately for all EVCs at 

the egress UNI, i.e. some EVCs may get more bandwidth while others may get less. Figure 23 

portrays this model of Egress Bandwidth Profile. 

The Egress Bandwidth Profile per UNI service attribute is independent of the EVCs at the UNI. 
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UNIUNIii
(ingress)(ingress)

EVCEVC11

EVCEVC22

EVCEVC11

EVCEVC33

EVCEVC22

EVCEVC33

UNIUNIjj
(ingress)(ingress)

UNIUNIkk
(ingress)(ingress)

UNIUNInn
(egress)(egress)

EVCEVC11

EVCEVC22

EVCEVC33

to Other to Other 

Egress Egress 

UNIsUNIs

EgressEgress

BandwidthBandwidth

ProfileProfile

 

Figure 23 – Egress Bandwidth Profile per UNI 

9.16 Link OAM Service Attribute 

Link OAM can be either Enabled or Disabled. 

[R86] When the value of the Link OAM Service Attribute is Enabled, the CEN 

MUST support Active DTE mode capabilities as specified in clause 57.2.9 of 

IEEE Std 802.3 – 2012 [3] on each link in the UNI. 

9.17 UNI MEG Service Attribute 

UNI MEG can be either Enabled or Disabled. 

[R87] When the value of the UNI MEG Service Attribute is Enabled, the CEN 

MUST meet the mandatory requirements in Section 7.9 of MEF 30.1 [25] 

that apply to the UNI MEG. 

When the value of the UNI MEG Service Attribute is Enabled, several parameter values need to 

be determined as described in Section 7.9 of MEF 30.1 [25]. An Implementation Agreement can 

specify such values. 

9.18 E-LMI Service Attribute 

E-LMI can be either Enabled or Disabled. 

[R88] When the value of the E-LMI Service Attribute is Enabled, the CEN MUST 

meet the mandatory requirements in MEF 16 [18] that apply to the UNI-N. 
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9.19 UNI Layer 2 Control Protocol Processing Service Attribute 

Requirements for the processing of L2CP Service Frames are contained in MEF 6.1.1.[13] Addi-

tional requirements for Link Aggregation are in Section 9.5. 

10. EVC per UNI Service Attributes 

This Section contains attributes that apply to an EVC at a given UNI. For a given EVC, the value 

of an EVC per UNI Service Attribute can be different at each of the UNIs associated by the 

EVC. 

10.1 UNI EVC ID Service Attribute 

The UNI EVC ID is a string formed by the concatenation of the UNI ID (Section 9.1) and the 

EVC ID (Section 8.2) that is used to identify an EVC at the UNI. It is intended for management 

and control purposes. 

10.2 Class of Service Identifier Service Attribute 

Each ingress Service Frame mapped to the given EVC has a single Class of Service Identifier. 

The Class of Service Identifier can be determined from inspection of the content of the ingress 

Service Frame. 

The Class of Service Identifier in the ingress Service Frame maps to a Class of Service Name. As 

described in Section 6.2 of MEF 23.1 [22], the Class of Service Name is used to identify the per-

formance objectives and associated parameters that apply to the ingress Service Frame as de-

scribed in Section 8.8 of this document. Note that the Class of Service Name could be one of the 

Class of Service Labels standardized in MEF 23.1. [22] 

For example, for the given EVC at the UNI, there could be three Class of Service Names offered 

called Silver, Gold, and Platinum. 

[O3] A Class of Service Identifier MAY map to a Class of Service Name that calls 

for discard. 

[R89] When a Class of Service Identifier maps to a Class of Service Name that calls 

for discard, any ingress Service Frame with this Class of Service Identifier 

MUST be discarded. 

The mapping of Class of Service Identifier to Class of Service Name is not necessarily the same 

for each EVC at a given UNI, or for each UNI associated by a given EVC. 

The requirements regarding the Class of Service Identifier for Data Service Frames and SOAM 

Service Frames are different than they are for Layer 2 Control Protocol Service Frames as de-

tailed below. 
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 Class of Service Identifier for Data Service Frames 

[R90] A given EVC at a given UNI MUST use the method described in exactly one 

of the Sections 10.2.1.1, 10.2.1.2, or 10.2.1.3 to determine the Class of Ser-

vice Identifier from the content of Data Service Frames. 

[R90] means that a given EVC at a given UNI either uses the method in 10.2.1.1, or uses the 

method in 10.2.1.2, or uses the method in 10.2.1.3. Different EVCs at the same UNI can use dif-

ferent methods. Also, different methods can be used by the same EVC at different UNIs. 

10.2.1.1 Class of Service Identifier Based on EVC 

[R91] When Class of Service Identifier is based on EVC, all ingress Data Service 

Frames mapped to the EVC MUST map to the same Class of Service Name 

at the given UNI. 

As an example, consider EVC 1 and EVC 2 at a UNI. Ingress Data Service Frames mapped to 

EVC 1 have a first Class of Service Identifier that indicates Class of Service Label H. Ingress 

Data Service Frames mapped to EVC 2 have a second Class of Service Identifier that indicates 

Class of Service Label M. 

10.2.1.2 Class of Service Identifier Based on Priority Code Point Field 

Throughout this section, recall that CE-VLAN CoS refers to the Priority Code Point Field in the 

Customer VLAN Tag in a Tagged Service Frame. 

[R92] When the Class of Service Identifier is based on the Priority Code Point Field, 

the CE-VLAN CoS MUST determine the Class of Service Name. 

[R93] When the Class of Service Identifier is based on the Priority Code Point Field, 

each possible CE-VLAN CoS value MUST map to exactly one Class of Ser-

vice Name. 

[R93] means that the sets of CE-VLAN CoS values that each map to a different Class of Service 

Name are disjoint sets and the union of all such sets is the set of all possible CE-VLAN CoS val-

ues. [R93] also means that each ingress Service Frame has a single Class of Service Name that 

applies to it. 

Table 13 shows an example of Class of Service Identifiers based on Priority Code Point Field for 

EVC 1 at the UNI. In this example, an ingress Tagged Data Service Frame with CE-VLAN CoS 

= 5 is subject to the performance objectives for Class of Service Name Gold. Table 14 shows an 

example of Class of Service Identifiers based on Priority Code Point Field for EVC 2 at the UNI. 

These examples illustrate that the Class of Service Identifiers can be different for different EVCs 

at the UNI. 
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CE-VLAN CoS Values Class of Service Name 

4,5,6,7 Gold 

0,3 Silver 

1,2 Discard 

Table 13 – PCP Class of Service Identifier Example for EVC1 at the UNI 

CE-VLAN CoS Values Class of Service Name 

7 Platinum 

0,1,2,3,4,5,6 Gold 

Table 14 – PCP Class of Service Identifier Example for EVC2 at the UNI 

[R94] When the Class of Service Identifier is based on the Priority Code Point Field, 

the Class of Service Name for all ingress Untagged Data Service Frames 

mapped to the given EVC MUST be agreed to by the Subscriber and Service 

Provider. 

[D3] When the Class of Service Identifier is based on the Priority Code Point Field, 

the Class of Service Name for ingress Untagged Data Service Frames mapped 

to the given EVC (see [R94]) SHOULD be the same Class of Service Name 

as that for a Tagged Data Service Frame with CE-VLAN CoS = 0. 

[R93] and [R94] along with the fact that the mapping of Class of Service Identifier to Class of 

Service Names is not necessarily the same for each EVC at given UNI, mean that to determine 

the Class of Service Name based on the Priority Code Point Field for an ingress Data Service 

Frame at a given UNI, both the EVC to which the frame is mapped and the CE-VLAN CoS val-

ue need to be considered. Stated differently, the Class of Service Name for an ingress Data Ser-

vice Frame at a given UNI is determined from the EVC plus the value of the CE-VLAN CoS.20 

10.2.1.3 Class of Service Identifier Based on Internet Protocol 

When the Class of Service Identifier is based on Internet Protocol, the Class of Service Identifier 

is determined from the DSCP for a Data Service Frame carrying an IPv4 or an IPv6 packet. 

[R95] When the Class of Service Identifier is based on Internet Protocol, each pos-

sible DSCP value MUST map to exactly one Class of Service Name for in-

gress Data Service Frames carrying an IPv4 packet. 

[R96] When the Class of Service Identifier is based on Internet Protocol, each pos-

sible DSCP value MUST map to exactly one Class of Service Name for in-

gress Data Service Frames carrying an IPv6 packet. 

[R97] When the Class of Service Identifier is based on Internet Protocol, all ingress 

Data Service Frames mapped to the given EVC that do not contain either an 

IPv4 or an IPv6 packet MUST have the Class of Service Name that is agreed 

upon by the Subscriber and the Service Provider. 

                                                
20Per [R94], Untagged Service Frames can be considered to contain a special CE-VLAN CoS value for this purpose. 
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Table 15 shows an example of using Class of Service Identifier based on Internet Protocol. In 

this example an ingress Data Service Frame carrying an IPv4 packet with DSCP = 37 would be 

subject to the Class of Service Name Platinum. Similarly, an ingress Data Service Frame carry-

ing an IPv6 packet with DSCP = 37 would be subject to the performance objectives for Class of 

Service Name Platinum. In this example Diamond can only apply to ingress Data Service Frames 

carrying an IPv4 packet and Ruby can only apply to ingress Data Service Frames carrying an 

IPv6 packet. 

 

IPv4 DSCP Values IPv6 DSCP Values Class of Service Name 

11,37,45 11,37,45 Platinum 

8,10,12  Diamond 

 38,213 Ruby 

All other values All other values Discard 

Table 15 – Internet Protocol Class of Service Identifier Example for an EVC at the UNI 

Table 15 is an example where IPv4 and IPv6 are simultaneously supported. Table 16 shows an 

example where only IPv4 is supported. In this example, the Class of Service Name for ingress 

Data Service Frames not carrying an IP packet is "Good Enough" per [R97]. This fact and the 

last row means that "Good Enough" applies to any ingress Data Service Frame not carrying an 

IPv4 packet. Consequently, if IPv6 is not recognized but instead is treated as non-IP, the map-

ping shown in Table 16 is achieved. 

 

IPv4 DSCP Values IPv6 DSCP Values Class of Service Name 

11,37,45  Superior 

8,10,12  Near Superior 

All other values  Discard 

 All values Good Enough 

Table 16 – IPv4 Class of Service Identifier Example for an EVC at the UNI 

Table 17 shows an example where only IPv6 is supported. In this example, the Class of Service 

Name for ingress Data Service Frames not carrying an IP packet is "Good Enough" per [R97]. 

This fact and the last row means that "Good Enough" applies to any ingress Data Service Frame 

not carrying an IPv6 packet. Consequently, if IPv4 is not recognized but instead is treated as 

non-IP, the mapping shown in Table 17 is achieved. 

 

IPv4 DSCP Values IPv6 DSCP Values Class of Service Name 

 11,37,45 Superior 

 8,10,12 Near Superior 

 All other values Discard 

All values  Good Enough 

Table 17 – IPv6 Class of Service Identifier Example for an EVC at the UNI 

The three previous examples show how IPv4 and IPv6, only IPv4, and only IPv6 can be support-

ed by appropriate structuring of the mapping from DSCP value to Class of Service Name. 
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[R95], [R96], and [R97] along with the fact that the mapping of Class of Service Identifier to 

Class of Service Names is not necessarily the same for each EVC at given UNI, mean that to de-

termine the Class of Service Name for an ingress Data Service Frame, both the EVC to which the 

frame is mapped and the DSCP of the IP packet need to be considered. Stated differently, the 

Class of Service Name for an ingress Data Service Frame is determined from the EVC plus the 

value of the DSCP.21 

 Class of Service Identifier for Layer 2 Control Protocol Service Frames 

Irrespective of which approach is used to determine the Class of Service Identifier for ingress 

Data Service Frames for the EVC as detailed in Sections 10.2.1.1, 10.2.1.2, and 10.2.1.3, a list of 

Layer 2 Control Protocols can be specified with each entry in the list being a Class of Service 

Identifier. Thus each entry in the list maps to a single Class of Service Name. The entries in this 

list are referred to as the L2CP Class of Service Identifiers. 

Note that since the mapping of Class of Service Identifier to Class of Service Names is not nec-

essarily the same for each EVC at given UNI, the L2CP Class of Service Identifiers can be dif-

ferent for different EVCs that associate a given UNI. 

[R98] If the Layer 2 Control Protocol carried by an ingress Layer 2 Control Protocol 

Service Frame22 is contained in the L2CP Class of Service Identifiers, then 

the Class of Service Name for this frame MUST be the Class of Service 

Name mapped to by the Layer 2 Control Protocol. 

[R99] If the Layer 2 Control Protocol carried by an ingress Layer 2 Control Protocol 

Service Frame22 is not contained in the L2CP Class of Service Identifiers, 

then the Class of Service Name for this frame MUST be determined as if it is 

a Data Service Frame per Section 10.2.1. 

[R98] and [R99] along with the fact that the mapping of Class of Service Identifier to Class of 

Service Names is not necessarily the same for each EVC at given UNI, mean that to determine 

the Class of Service Name for an ingress Layer 2 Control Protocol Service Frame, both the EVC 

to which the frame is mapped and the type of Layer 2 Control Protocol need to be considered. 

 Class of Service Identifier for SOAM Service Frames 

[R100] For a given EVC at a given UNI, the basis for the Class of Service Identifier 

for ingress SOAM Service Frames MUST be the same as that for ingress Da-

ta Service Frames. 

[R101] For a given EVC at a given UNI, the mapping from Class of Service Identifi-

er to Class of Service Name for ingress SOAM Service Frames MUST be the 

same as that for ingress Data Service Frames. 

                                                
21 Per [R96], Service Frames not containing an IP packet can be considered to contain a special DSCP value for this 

purpose. 
22 The method by which the type of Layer 2 Control Protocol is determined is beyond the scope of this document. 
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10.3 Color Identifier Service Attribute 

The Color Identifier is the means by which the Color for a Service Frame is indicated by the con-

tent in the Service Frame header. 

[R102] The Color for a Service Frame MUST be either Green or Yellow. 

Note that Color Identifier applies to both ingress Service Frames and egress Service Frames. 

When an Ingress Bandwidth Profile is color-aware, the value of the Color for a Service Frame 

influences the behavior of the Bandwidth Profile Algorithm (see Section 12.1). When no Ingress 

Bandwidth Profile is applied to an ingress Service Frame, the Color for the Service Frame helps 

determine if the Service Level Specification applies to the frame (see Section 8.8). 

The Color for an egress Service Frame is important when there is a color-aware Egress Band-

width Profile (see Section 12.4). 

A Service Frame need not have a Color Identifier. 

[R103]  When a Service Frame has no Color Identifier it MUST have the Color 

Green. 

The Color Identifier can be based on a specific field in the Service Frame or it can be implicit. 

An example of an implicit Color Identifier is to specify that all Service Frames mapped to a giv-

en EVC have the Color Yellow. The Color Identifier for Service Frames is one of: 

1. EVC (all Service Frames mapped to the EVC have the same Color), 

2. CE-VLAN CoS value, 

3. CE-VLAN Tag DEI, or 

4. DSCP value if the Service Frame contains an IPv4 packet or an IPv6 packet. 

[O4] At a given UNI, the Color Identifiers for Service Frames mapped to one EVC 

MAY be different than the Color Identifiers for Service Frames mapped to a 

different EVC at the given UNI. 

[O5] The Color Identifiers for Service Frames mapped to an EVC at a given UNI 

MAY be different from the Color Identifiers for Service Frames mapped to 

the EVC at other UNIs in the EVC. 

The following sections describe the various ways that Color Identifier can be specified. Note that 

the requirements in Sections 10.3.1, 10.3.2, 10.3.3, and 10.3.4 apply to both ingress and egress 

Service Frames. 
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 Color Identifier Based on EVC 

[R104] When the Color Identifier is based on EVC, all Service Frames mapped to the 

EVC MUST have the same Color. 

 Color Identifier Based on CE-VLAN Tag DEI 

[R105] When the Color Identifier is based on CE-VLAN Tag DEI, the Color for a 

Tagged Service Frame MUST be Green if DEI = 0 and Yellow if DEI =1. 

 Color Identifier Based on CE-VLAN CoS 

When the Color Identifier is based on the CE-VLAN CoS, each CE-VLAN CoS value maps to a 

single Color. 

[R106] When the Color Identifier is based on the CE-VLAN CoS, the CE-VLAN 

CoS MUST determine the Color of the Service Frame. 

[R107] When the Color Identifier is based on the CE-VLAN CoS, each possible CE-

VLAN CoS value MUST map to exactly one Color. 

[R107] means that the sets of CE-VLAN CoS values that map to each Color are disjoint sets and 

the union of these sets is the set of all possible CE-VLAN CoS values. 

Table 18 shows an example of Color Identifiers based on CE-VLAN CoS for EVC 1 at the UNI. 

In this example, an ingress Tagged Service Frame with CE-VLAN CoS = 2 has the Color Yel-

low. Table 19 shows an example of Color Identifiers based on CE-VLAN CoS for EVC 2 at the 

UNI. These examples illustrate that the Color Identifiers can be different for different EVCs at 

the UNI. 

 

CE-VLAN CoS Values Color 

0,2 Yellow 

1,3,4,5,6,7 Green 

Table 18 – CE-VLAN CoS Color Identifier Example for EVC 1 at the UNI 

CE-VLAN CoS Values Color 

0,2,4,6 Yellow 

1,3,5,7 Green 

Table 19 – CE-VLAN CoS Color Identifier Example for EVC 2 at the UNI 

Note that Table 4 in MEF 23.1 [22] combines the mappings for Color Identifiers and Class of 

Service Identifiers into a single table. Table 20 contains the mappings from Table 4 of MEF 23.1 

[22] and it is easy to see how Table 18 is constructed from Table 20. 
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CE-VLAN CoS Value Color CoS Label 

0 Yellow L 

1 Green L 

2 Yellow M 

3 Green M 

4 Green Discard 

5 Green H 

6 Green Discard 

7 Green Discard 

Table 20 – Combined Mappings Consistent with Table 4 in MEF 23.1 [22] 

 Color Identifier Based on Internet Protocol 

When the Color Identifier is based on Internet Protocol, the Color Identifier is determined from 

the DSCP for a Service Frame carrying an IPv4 packet or an IPv6 packet. 

[R108] When the Color Identifier is based on Internet Protocol, each possible DSCP 

value MUST map to exactly one Color for Data Service Frames carrying an 

IPv4 packet. 

[R109] When the Color Identifier is based on Internet Protocol, each possible DSCP 

value MUST map to exactly one Color for Data Service Frames carrying an 

IPv6 packet. 

[R110] When the Color Identifier is based on Internet Protocol, all Service Frames 

mapped to the given EVC that do not contain either an IPv4 or an IPv6 packet 

MUST have a Color that is agreed upon by the Subscriber and the Service 

Provider. 

Per [R103], when the Color Identifier is based on Internet Protocol, all Service Frames mapped 

to the given EVC that do not contain either an IPv4 or an IPv6 packet have the Color Green. 

Table 21 shows an example of using Color Identifier based on Internet Protocol. In this example 

a Service Frame carrying an IPv4 packet with DSCP = 30 would have the Color Yellow. Similar-

ly, a Service Frame carrying an IPv6 packet with DSCP = 14 would have the Color Yellow. Note 

that the mappings in Table 21 are consistent with the mapping in Table 4 of MEF 23.1. [22] 

 

IPv4 DSCP Values IPv6 DSCP Values Color 

0,12,14,28,30 0,12,14,28,30 Yellow 

All other values All other values Green 

Table 21 – Internet Protocol Color Identifier Example 

Table 22 shows an example where only IPv4 is supported. In this example, the Color for a Ser-

vice Frame not carrying an IPv4 or IPv6 packet is Green per [R110]. In other words, a Service 

Frame carrying an IPv6 packet is treated as a Service Frame not carrying an IPv4 packet. Conse-
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quently, if only Service Frames carrying IPv4 are recognized as carrying IP (IPv6 is not recog-

nized), the mapping in Table 22 is achieved. 

 

IPv4 DSCP Values IPv6 DSCP Values Color 

0,12,14,28,30  Yellow 

All other values All values Green 

Table 22 – IPv4 Only Color Identifier Example 

An analogous approach can be used for the case where only IPv6 is supported. 

 Color Identifier Constraints 

The basis for the Color Identifier for an EVC at a given UNI is constrained by the following re-

quirements. 

[R111] When the Class of Service Identifier is based on the Priority Code Point Field 

(see Section 10.2.1.2) for a given EVC at a given UNI, the Color Identifier 

MUST be based on either the DEI or the Priority Code Point Field. 

[R112] When the Class of Service Identifier is based on Internet Protocol (see Sec-

tion 10.2.1.3) for a given EVC at a given UNI, the Color Identifier MUST be 

based on Internet Protocol. 

10.4 Egress Equivalence Class Identifier Service Attribute 

Each egress Service Frame mapped to the given EVC has a single Egress Equivalence Class 

Identifier. The Egress Equivalence Class Identifier can be determined from inspection of the con-

tent of the egress Service Frame. Each Egress Equivalence Class Identifier maps to a single 

Egress Equivalence Class. The Egress Equivalence Class is used to specify Egress Bandwidth 

Profiles as described in Section 12. 

[O6] At a given UNI, the Egress Equivalence Class Identifiers for egress Service 

Frames mapped to one EVC MAY be different than the Egress Equivalence 

Class Identifiers for egress Service Frames mapped to a different EVC. 

 Egress Equivalence Class Identifier for Data Service Frames 

[R113] A given EVC at a given UNI MUST use the method described in exactly one 

of the Sections 10.4.1.1 or 10.4.1.2 to determine the Egress Equivalence Class 

from the content of Data Service Frames. 

[R113] means that a given EVC at a given UNI either uses the method in 10.4.1.1, or uses the 

method in 10.4.1.2. Different EVCs at the same UNI can use different methods. Also, different 

methods can be used by the same EVC at different UNIs. 
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10.4.1.1 Egress Equivalence Class Identifier Based on CE-VLAN CoS 

[R114] When the Egress Equivalence Class Identifier is based on the CE-VLAN 

CoS, the CE-VLAN CoS MUST determine the Egress Equivalence Class. 

[R115] When the Egress Equivalence Class Identifier is based on the CE-VLAN 

CoS, each CE-VLAN CoS value MUST map to exactly one Egress Equiva-

lence Class. 

[R115] means that the sets of CE-VLAN CoS values that each map to a different Egress Equiva-

lence Class are disjoint sets and the union of all such sets is the set of all possible CE-VLAN 

CoS values. [R115] also means that each egress Service Frame has a single Egress Equivalence 

Class that applies to it. 

[R116] When the Egress Equivalence Class Identifier is based on the CE-VLAN 

CoS, the Egress Equivalence Class for all egress Untagged Data Service 

Frames mapped to the given EVC MUST be agreed to by the Subscriber and 

Service Provider. 

[D4] When the Egress Equivalence Class of Service Identifier is based on the CE-

VLAN CoS, the Egress Equivalence Class for egress Untagged Data Service 

Frames mapped to the given EVC (see [R116]) SHOULD be the same Egress 

Equivalence Class as that for an egress Tagged Data Service Frame with CE-

VLAN CoS= 0. 

10.4.1.2 Egress Equivalence Class Identifier Based on Internet Protocol 

When the Egress Equivalence Class Identifier is based on Internet Protocol, the Egress Equiva-

lence Class Identifier is determined from the DSCP for a Data Service Frame carrying an IPv4 or 

an IPv6 packet. 

[R117] When the Egress Equivalence Class Identifier is based on Internet Protocol, 

each possible DSCP value MUST map to exactly one Egress Equivalence 

Class for egress Data Service Frames carrying an IPv4 packet. 

[R118] When the Egress Equivalence Class Identifier is based on Internet Protocol, 

each possible DSCP value MUST map to exactly one Egress Equivalence 

Class for egress Data Service Frames carrying an IPv6 packet. 

[R119] When the Egress Equivalence Class Identifier is based on Internet Protocol, 

all egress Data Service Frames mapped to the given EVC that do not contain 

either an IPv4 or an IPv6 packet MUST have an Egress Equivalence Class 

that is agreed upon by the Subscriber and the Service Provider. 

Table 23 shows an example of using Egress Equivalence Class Identifier based on Internet Pro-

tocol. In this example an egress Data Service Frame carrying an IPv4 packet with DSCP = 37 

would be in Egress Equivalence Class Sophomore. Similarly, an egress Data Service Frame car-

rying an IPv6 packet with DSCP = 37 would be in Egress Equivalence Class Sophomore. In this 
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example Senior can only apply to egress Data Service Frames carrying an IPv4 packet and Junior 

can only apply to egress Data Service Frames carrying an IPv6 packet. 

 

IPv4 DSCP Values IPv6 DSCP Values Egress Equivalence Class 

11,37,45 11,37,45 Sophomore 

8,10,12  Senior 

 38,213 Junior 

All other values All other values Freshman 

Table 23 – Internet Protocol Egress Equivalence Class Identifier Example for an EVC at 

the UNI 

Table 24 shows an example where only IPv4 is supported. In this example, the Egress Equiva-

lence Class for egress Data Service Frames not carrying an IP packet is "Baggage" per [R119]. 

This fact and the last row means that "Baggage" applies to any egress Data Service Frame not 

carrying an IPv4 packet. 

 

IPv4 DSCP Values IPv6 DSCP Values Egress Equivalence Class 

11,37,45  First 

8,10,12  Business 

All other values  Economy 

 All values Baggage 

Table 24 – IPv4 Only Egress Equivalence Class Identifier Example for an EVC at the UNI 

An analogous approach can be used for the case where only IPv6 is supported. 

 Egress Equivalence Class Identifier for Layer 2 Control Protocol Service 

Frames 

Irrespective of which approach is used to determine the Egress Equivalence Class Identifier for 

egress Data Service Frames for the EVC as detailed in Sections 10.4.1.1 and 10.4.1.2, a list of 

Layer 2 Control Protocols can be specified with each entry in the list being an Egress Equiva-

lence Class Identifier. The entries in this list are referred to as the L2CP Egress Equivalence 

Class Identifier. 

Note that [O6] means that the L2CP Egress Equivalence Class Identifiers can be different for 

different EVCs that associate a given UNI. 

[R120] If the Layer 2 Control Protocol carried by an egress Layer 2 Control Protocol 

Service Frame23 is contained in the L2CP Egress Equivalence Class Identifi-

ers, then the Egress Equivalence Class for this frame MUST be the matching 

entry in L2CP Egress Equivalence Class Identifiers. 

                                                
23 The method by which the type of Layer 2 Control Protocol is determined is beyond the scope of this document. 
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[R121] If the Layer 2 Control Protocol carried by an egress Layer 2 Control Protocol 

Service Frame23 is not contained in the L2CP Egress Equivalence Class Iden-

tifiers, then the Egress Equivalence Class for this frame MUST be determined 

as if it was an egress Data Service Frame per Section 10.4.1. 

 Egress Equivalence Class Identifier for SOAM Service Frames 

[R122] For a given EVC at a given UNI, the basis for the Egress Equivalence Identi-

fier for egress SOAM Service Frames MUST be the same as that for egress 

Data Service Frames. 

[R123] For a given EVC at a given UNI, the mapping from Egress Equivalence Class 

Identifier to Egress Equivalence Class for egress SOAM Service Frames 

MUST be the same as that for egress Data Service Frames. 

10.5 Ingress Bandwidth Profile per EVC Service Attribute 

[R124] For an Ingress Bandwidth Profile per EVC, a single Bandwidth Profile Flow 

based on criterion 2 of [R134] for this EVC MUST be contained in an Enve-

lope that contains only Bandwidth Profile Flows based on criterion 2 of 

[R134]. (See Section 12.1 for the definitions of Bandwidth Profile Flow and 

Envelope.) 

Thus, if a UNI has 3 Ethernet Virtual Connections, there could one Envelope containing three 

Bandwidth Profile Flows, one for each EVC. In such a case, each set of parameters for a Band-

width Profile Flow described in Section 12.1 would be associated with a different EVC at the 

UNI. 

When an Envelope contains a single Bandwidth Profile Flow based on criterion 2 of [R134] and 

both 1

maxCIR  and 1

maxEIR  are sufficiently large, then the behavior is exactly that of the per EVC 

Ingress Bandwidth Profile described in MEF 10.2 [15]. (See Section 12.2.) 

Figure 24 illustrates an example of the application of Ingress Bandwidth Profiles per EVC. In 

this example, EVC1 corresponds to Bandwidth Profile Flow 1 with Mbps 151

max

1 CIRCIR , 

EVC2 corresponds to Bandwidth Profile Flow 2 with Mbps 102

max

2 CIRCIR , and EVC3 cor-

responds to Bandwidth Profile Flow 3 with Mbps 203

max

3 CIRCIR . The superscripts on the 

parameters correspond to the rank within the Envelope. The values for the remaining parameters 

are not addressed in order to keep the example simple. 
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UNIUNI

EVCEVC11

EVCEVC22

EVCEVC33

Flow 1Flow 1

Flow 2Flow 2

Flow 3Flow 3

EnvelopeEnvelope

 

Figure 24 – Ingress Bandwidth Profile per EVC 

10.6 Ingress Bandwidth Profile per Class of Service Identifier Service Attribute 

[R125] For an Ingress Bandwidth Profile per Class of Service Identifier, a single 

Bandwidth Profile Flow based on criterion 3 of [R134] for the Class of Ser-

vice Name mapped to by this Class of Service Identifier MUST be contained 

in an Envelope that contains only Bandwidth Profile Flows based on criterion 

3 of [R134]. (See Section 12.1 for the definitions of Bandwidth Profile Flow 

and Envelope.) 

Class of Service Identifier is described in Section 10.2. 

When an Envelope contains a single Bandwidth Profile Flow based on criterion 3 of [R134] and 

both 1

maxCIR  and 1

maxEIR  are sufficiently large, then the behavior is exactly that of the per Class 

of Service Identifier Ingress Bandwidth Profile described in MEF 10.2 [15]. (See Section 12.2.) 

In contrast, an example of multiple Bandwidth Profile Flows in an Envelope is shown in Figure 

25. In this example, there are three Class of Service Names within EVC1, each corresponding to 

a different Bandwidth Profile Flow. The Envelope in this example contains these three Band-

width Profile Flows. In such a case, the three sets of parameters, one for each of the three Band-

width Profile Flows described in Section 12.1 would be associated with EVC1 at the UNI. 
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UNIUNI

EVCEVC11

EVCEVC22

CECE--VLAN CoS 0,1,2,3VLAN CoS 0,1,2,3

CECE--VLAN CoS 4,5VLAN CoS 4,5

CECE--VLAN CoS 6,7VLAN CoS 6,7

BWP Flow 1

BWP Flow 2

BWP Flow 3

Envelope

 

Figure 25 – Ingress Bandwidth Profile per Class of Service Identifier 

[D5] When there are multiple CoS Names supported on an EVC, Ingress Band-

width Profile per Class of Service Identifier SHOULD be used. 

10.7 Egress Bandwidth Profile per EVC Service Attribute 

[R126] For an Egress Bandwidth Profile per EVC, a single Bandwidth Profile Flow 

based on criterion 5 of [R134] for this EVC MUST be contained in an Enve-

lope that contains only Bandwidth Profile Flows based on criterion 5 of 

[R134]. (See Section 12.1 for the definitions of Bandwidth Profile Flow and 

Envelope.) 

When an Envelope contains a single Bandwidth Profile Flow based on criterion 5 of [R134] and 

both 1

maxCIR  and 1

maxEIR  are sufficiently large, then the behavior is exactly that of the per EVC 

Egress Bandwidth Profile described in MEF 10.2 [15]. (See Section 12.2.) 

10.8 Egress Bandwidth Profile per Egress Equivalence Class Identifier Service 
Attribute 

[R127] For an Egress Bandwidth Profile per Egress Equivalence Class, a single 

Bandwidth Profile Flow based on criterion 6 of [R134] for the Egress Equiva-

lence Class mapped to by this Egress Equivalence Class Identifier MUST be 

contained in an Envelope that contains only Bandwidth Profile Flows based 

on criterion 6 of [R134]. (See Section 12.1 for the definitions of Bandwidth 

Profile Flow and Envelope.) 

When an Envelope contains a single Bandwidth Profile Flow of egress Service Frames with a 

single Egress Equivalence Class, both 1

maxCIR  and 1

maxEIR  are sufficiently large, and the set of 

egress Service Frames with this Egress Equivalence Class is identical to the set of egress Service 

Frames with a single Class of Service Name, then the behavior is exactly that of the per Class of 

Service Identifier Egress Bandwidth Profile described in MEF 10.2 [15]. For example, suppose 

that: 

 The Egress Equivalence Class Identifier is based on Priority Code Point Field, 
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 PCP values 0 and 1 in the CE-VLAN CoS map to Egress Equivalence Class A, 

 An Egress Bandwidth Profile Flow is specified for Egress Equivalence Class A, 

 This Bandwidth Profile Flow is in an Envelope by itself, 

 The Class of Service Identifier is based on Priority Code Point Field, and 

 PCP values 0 and 1 in the CE-VLAN CoS map to Class of Service Name Plati-

num. 

For the same traffic stream at the egress UNI, this Egress Bandwidth Profile per Egress Equiva-

lence Class Identifier has identical behavior to that of the Egress Bandwidth Profile per Class of 

Service Identifier in MEF 10.2 [15]. 

As an example, consider an Egress UNI with two EVCs with each EVC having 3 Egress Equiva-

lence Classes. With this model, there can be up to six Egress Bandwidth Profiles. 

10.9 Source MAC Address Limit Service Attribute 

Source MAC Address Limit can be either Enabled or Disabled. 

This attribute limits the number of source MAC Addresses that can be used in ingress Service 

Frames of all types over a time interval. Two independent parameters control the behavior of this 

attribute: 

 N : A positive integer and 

  : A time interval. 

This attribute operates by maintaining a list of maximum length N of source MAC addresses 

which are aged-out of the list if not seen in a time interval  . If an ingress Service Frame arrives 

with a new source MAC address when the list is full, the Service Frame is discarded. 

In algorithmic terms, this can be stated as maintaining a list L  where 

  timea ,Address MACunicast  ,,...2,1|,  iiii tANqitAL . 

The it  in each ii tA ,  is the most recent time that an ingress Service Frame arrived at the UNI 

that was mapped to the EVC and contained the source MAC address iA . 

[R128] If Source MAC Address Limit is Enabled, then for a sequence of ingress Ser-

vice Frames mapped to the EVC with source MAC Addresses jA  and arrival 

times at the UNI jt  for ,...2,1,0j , the frames MUST be discarded per the 

logic of Figure 26 where L  at time 0t . 
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Figure 26 – Frame Discard for Source MAC Address Limit 

Note that [R128] does not mandate a specific implementation in the CEN. Any implementation 

that yields the same behavior as that of Figure 26 meets the requirement. For example, an im-

plementation that removes an ii tA ,  from the list at time  itt  yields the same Service 

Frame discard behavior as that of Figure 26. 

10.10 Test MEG Service Attribute 

Test MEG can be either Enabled or Disabled. 

[R129] When the value of the Test MEG Service Attribute is Enabled, the CEN 

MUST meet the mandatory requirements in Section 7.5 of MEF 30.1 [25] 

that apply to the Test MEG. 

When the value of the Test MEG Service Attribute is Enabled, several parameter values need to 

be determined as described in Section 7.5 of MEF 30.1 [25]. An Implementation Agreement can 

specify such values. 

10.11 Subscriber MEG MIP Service Attribute 

The Subscriber MEG MIP can be either Enabled or Disabled. 

[R130] When the value of the Subscriber MEG MIP Service Attribute is Enabled, the 

CEN MUST instantiate a Subscriber Level MIP as described in MEF 30.1 

[25]. 
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When the value of the Subscriber MEG MIP Service Attribute is Enabled, several parameter val-

ues need to be determined as described in MEF 30.1 [25]. An Implementation Agreement can 

specify such values. 

11. Multiple EVC Related Performance Service Attributes 

Section 8.8 defines several Performance Metrics that apply to a single EVC. In some situations it 

is useful to specify performance involving more than one EVC. An example is where the Sub-

scriber is using one EVC as a backup for another EVC. 

The SLS can include the Multiple EVC Related Performance Metric defined in the following 

sub-section. This Performance Metric applies to Qualified Service Frames as detailed in [R31]. 

11.1 One-way Multiple EVC Group Availability 

For a given Class of Service Name, Multiple EVC Group Availability performance is defined for 

a collection  mSSG ,...,1  of two or more non-empty sets kS  of ordered UNI pairs such that: 

 Each set kS  consists of ordered UNI pairs that are associated by one EVC, and 

 Two or more EVCs are used to specify G . 

The Multiple EVC Group Availability performance metric depends on the following parameters: 

 T , a time interval, 

 t , a time interval smaller than T , 

 C , a frame loss ratio threshold, 

 K , a positive integer, and 

 n , a positive integer. 

The Multiple EVC Group Availability for the time interval t  is defined as 

 

 
 





 





              otherwise 0

,if 1
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g

M

G

KStA
tA

 

where     .,|min,
,

SjitAStA
ji

g   and  tA
ji


,
 is as defined in Section 8.8.4. In 

words,   1,  StAg
 when all ordered UNI pairs in S  have been experiencing low loss. Other-

wise   0,  StAg
. 
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[R131] The SLS MUST define the One-way Multiple EVC Group Availability Per-

formance Metric as 
 














                        otherwise   100

      0 if 
100

Tk Wt

Tk

M

G

T

M

G

WtA
WA  where TW  is the 

set of t  time intervals contained in T that don't intersect a Maintenance In-

terval as defined in Section 8.8.4. 

The One-way Multiple EVC Group Availability Performance Metric can be viewed as the per-

centage of time that at least K  kS 's are Available. For example, consider two Point-to-Point 

EVCs where one EVC associates UNIA and UNIB and the other EVC associates UNIA and UNIC. 

Let  21, SSG  , 1K ,  ABBA UNIUNIUNIUNIS ,,,1   and 

 ACCA UNIUNIUNIUNIS ,,,2  . Then M

GA  represents the percentage of time that UNIA has 

good connectivity with at least one of UNIB or UNIC. 

The parameters of a One-way Multiple EVC Group Availability Performance Metric are given in 

Table 25. Note that there are constraints on t , C and n per [R28], [R29], and [R30]. 

 

Parameter Description 

T  The time interval  

mSS ,...,1  Non-empty subsets of the ordered UNI pairs based on two or more EVCs 

CoS_Name The Class of Service Name 

t  A time interval much smaller than T 

C  Unavailability frame loss ratio threshold 

K  Minimum number of S 's that are to be Available 

n  Number of consecutive small time intervals for assessing availability 
M

GÂ  Group Availability Performance Objective expressed as a percentage 

Table 25 – One-way Multiple EVC Group Availability Performance Parameters 

[R132] Given T , mSS ,...,1 , CoS_Name, t , C , K , n , and 
M

GÂ , the SLS MUST de-

fine the One-way Multiple EVC Group Availability Performance Objective as 

being met if and only if 
M

G

M

G AA ˆ . 

[R133] Each kS  that is based on a Rooted-Multipoint EVC MUST be a non-empty 

subset of the ordered pairs of UNIs in the EVC, such that all ordered pairs 

contain at least one UNI that has the Root Role. 

12. Bandwidth Profile at the UNI 

A Bandwidth Profile is a characterization of the lengths and arrival times for Service Frames at a 

UNI. 
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There are two types of Bandwidth Profile. An Ingress Bandwidth Profile is used to regulate the 

amount of ingress traffic at a particular UNI, while an Egress Bandwidth Profile is used to regu-

late the amount of egress traffic at a particular UNI. The Ingress Bandwidth Profile is described 

in Section 12.3. The Egress Bandwidth Profile is described in Section 12.4. 

Typically a Bandwidth Profile defines Service Frame traffic that is less than the full bandwidth 

of the UNI. 

Bandwidth Profiles are associated with the UNI. This allows different Bandwidth Profiles at each 

UNI in an EVC. For example, on a Multipoint-to-Multipoint EVC, a different Bandwidth Profile 

could apply at each UNI in the EVC. 

The Bandwidth Profile defines the set of traffic parameters applicable to a sequence of Service 

Frames. Associated with the Bandwidth Profile is an algorithm to determine Service Frame com-

pliance with the specified parameters. In the case of an Ingress Bandwidth Profile, rate enforce-

ment is accomplished via the disposition of Service Frames. Rate enforcement for an Egress 

Bandwidth Profile is a network design issue and beyond the scope of this document. 

All Bandwidth Profiles in this Technical Specification are based on the parameters and algorithm 

described in this Section. 

A Bandwidth Profile is specified using the concepts of Bandwidth Profile Flow and Envelope. A 

Bandwidth Profile Flow is defined as a set of Service Frames arriving at a UNI that meet a spe-

cific criterion. 

[R134] A Bandwidth Profile Flow MUST be specified using one of the following six 

criteria: 

1. All ingress Service Frames at the UNI that are not discarded per requirements 

[R69], [R70], [R89], [R128], [D1], [D2], or any of the conditions specified per 

[R16], 

2. All ingress Service Frames at the UNI that are mapped to a given EVC and that 

are not discarded per requirements [R69], [R70], [R89], [R128], [D1], [D2], or 

any of the conditions specified per [R16], 

3. All ingress Service Frames at the UNI that have a given Class of Service Name, 

that map to a given EVC, and that are not discarded per requirements [R69], 

[R70], [R89], [R128], [D1], [D2], or any of the conditions specified per [R16], 

4. All egress Service Frames at the UNI, 

5. All egress Service Frames at the UNI that are mapped to a given EVC, or 

6. All egress Service Frames at the UNI that have a given Egress Equivalence Class 

and that map to a given EVC. 
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Note that in some cases the criteria in the above requirements can be equivalent, e.g., criterion 1 

and criterion 2 are equivalent at a UNI with All to One Bundling Enabled since there is only one 

EVC at the UNI and all Service Frames map to it (see Section 9.13). 

Note that criteria 1, 2, and 3 of [R134] mean that ingress Service Frames discarded per require-

ments [R69], [R70], [R89], [R128], [D1], [D2], or any of the conditions specified per [R16] can-

not be in a Bandwidth Profile Flow and thus they will not consume tokens in the Bandwidth Pro-

file Algorithm described in Section 12.1. 

An Envelope is a set of n Bandwidth Profile Flows in which each Bandwidth Profile Flow is as-

signed a unique rank between 1 (lowest) and n (highest). n can be any positive integer. 

[R135] All Bandwidth Profile Flows in an Envelope MUST satisfy the same criterion 

in [R134]. 

One implication of [R135] is that the Bandwidth Profile Flows in an Envelope are either all In-

gress Bandwidth Profile Flows or all Egress Bandwidth Profile Flows. When the Envelope con-

tains Bandwidth Profile Flows meeting either criterion 1 or criterion 4 of [R134], there is just 

one Bandwidth Profile Flow in the Envelope. 

Multiple Envelopes containing Bandwidth Profile Flows meeting criterion 2 of [R134] can co-

exist at a UNI, each based on disjoint set of EVCs. Similarly multiple Envelopes containing 

Bandwidth Profile Flows meeting criterion 5 of [R134] can co-exist at a UNI, each based on dis-

joint set of EVCs. 

Multiple Envelopes containing Bandwidth Profile Flows meeting criterion 3 of [R134] can co-

exist at a UNI. Similarly multiple Envelopes containing Bandwidth Profile Flows meeting crite-

rion 6 of [R134] can co-exist at a UNI 

[R136] Each Bandwidth Profile Flow at a UNI MUST belong to exactly one Enve-

lope. 

[R137] A Service Frame MUST be mapped to at most one Bandwidth Profile Flow. 

Note that a given Service Frame does not need to be mapped to a Bandwidth Profile Flow. When 

this is the case, it is said that the Service Frame is not subject to a Bandwidth Profile. When a 

Service Frame is mapped to a Bandwidth Profile Flow, [R136] and [R137] mean that this Service 

Frame is subject to exactly one Envelope and thus the Bandwidth Profile algorithm of [R155] is 

applied to this Service Frame exactly once. As a consequence, each Service Frame mapped to a 

Bandwidth Profile Flow has exactly one color declaration. 

12.1 Bandwidth Profile Parameters and Algorithm 

The Bandwidth Profile algorithm can be configured such that bandwidth that is not used by one 

Bandwidth Profile Flow can be reallocated to other Bandwidth Profile Flows in the same Enve-

lope. The significance of the ranking of the Bandwidth Profile Flows is that it controls how the 

algorithm reallocates unused bandwidth from a given Bandwidth Profile Flow to another Band-

width Profile Flow. 
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Each Envelope at a UNI has two parameters, the Envelope ID and the Envelope Coupling Flag, 

CF0. 

[R138] The Envelope ID MUST contain no more than 45 characters.5 

[R139] The Envelope ID MUST be unique among all Envelope IDs at a UNI. 

[R140] The Envelope ID MUST be a non-null RFC 2579 [10] DisplayString but not 

contain the characters 0x00 through 0x1f. 

[R141] 0CF  MUST have only one of two possible values, 0 or 1. 

[R142] When one Bandwidth Profile Flow is mapped to an Envelope, 0CF  MUST 

equal 0. 

Note that the concatenation of the UNI ID and the Envelope ID is unique among all Envelopes 

for the CEN. 

The parameters for each Bandwidth Profile Flow of rank ni ,...,2,1 : 

 Committed Information Rate per Bandwidth Profile Flow  iCIR  expressed 

as bits per second. This parameter limits the average rate in bits per second of 

Service Frames that will be declared Green by the Bandwidth Profile. 

[R143] iCIR  MUST be  0. 

 Maximum Committed Information Rate per Bandwidth Profile Flow 

 iCIRmax  expressed as bits per second. This parameter limits the rate of tokens 

added to the committed token bucket. 

[R144] iCIRmax  MUST be  0 

 Committed Burst Size per Bandwidth Profile Flow  iCBS  expressed as bytes. 

This parameter limits the maximum number of bytes available for a burst of Ser-

vice Frames sent at the UNI line rate that will be declared Green by the Band-

width Profile. 

[R145] When iCIR  > 0, iCBS  MUST be greater than or equal to the largest EVC 

Maximum Service Frame Size value of the EVCs that Service Frames in the 

Bandwidth Profile Flow are mapped to. See Section 8.9. 

 Excess Information Rate per Bandwidth Profile Flow  iEIR  expressed as bits 

per second. This parameter limits the average rate in bits per second of Service 

Frames that will be declared Yellow by the Bandwidth Profile. 

[R146] iEIR  MUST be  0. 
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 Maximum Excess Information Rate per Bandwidth Profile Flow  iEIRmax
 ex-

pressed as bits per second. This parameter limits the rate of tokens added to the 

excess token bucket. 

[R147] iEIRmax
 MUST be  0. 

 Excess Burst Size per Bandwidth Profile Flow  iEBS  expressed as bytes. This 

parameter limits the maximum number of bytes available for a burst of Service 

Frames sent at the UNI line rate that will be declared Yellow by the Bandwidth 

Profile 

[R148] When iEIR  > 0, iEBS  MUST be greater than or equal to the largest EVC 

Maximum Service Frame Size value of the EVCs that Service Frames in the 

Bandwidth Profile Flow are mapped to. See Section 8.9. 

 Coupling Flag per Bandwidth Profile Flow  iCF . This parameter determines 

whether or not overflow tokens not used for Service Frames declared Green can 

be used as Yellow tokens. 

[R149] iCF  MUST have only one of two possible values, 0 or 1. 

[R150] If 0CF  = 1 for an Envelope, then iCF  MUST equal 0 for all Bandwidth Pro-

file Flows mapped to the Envelope. 

 Color Mode per Bandwidth Profile Flow  iCM .This parameter indicates 

whether the color-aware or color-blind property is employed by the Bandwidth 

Profile. 

[R151] iCM  MUST have only one of two possible values, “color-blind” and “color-

aware.” 

 Envelope and Rank  iER  a pair <Envelope ID, rank>. The Envelope ID indi-

cates the Envelope that the Bandwidth Profile Flow belongs to and the rank i is a 

positive integer that specifies the rank of the Bandwidth Profile Flow within the 

Envelope. 

[R152] The value of the rank in iER  MUST be in the range n,...,2,1  where n is the 

number of Bandwidth Profile Flows with the same Envelope ID value. 

[R153] The value of the rank in iER  MUST NOT equal the rank of any of the other 

Bandwidth Profile Flows with the same Envelope ID value. 
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Each Service Frame is classified to determine which, if any, Envelope is applicable to the Ser-

vice Frame.24 Operation of the Bandwidth Profile algorithm is governed by the parameters, 
iiiiiiiii ERCMCFEBSEIREIRCBSCIRCIR ,,,,,,,, maxmax  for ni ,...,2,1  and 0CF . The algo-

rithm declares each Service Frame to be compliant or non-compliant relative to the Bandwidth 

Profile. The level of compliance is expressed as one of three colors, Green, Yellow, or Red.25 

The Bandwidth Profile algorithm is said to be in color-aware mode for Bandwidth Profile Flow i 

when each Service Frame in Bandwidth Profile Flow i that already has a level of compliance 

(i.e., a color) associated with it via the Color Identifier (see Section 10.3) has that color taken 

into account in determining the level of compliance by the Bandwidth Profile algorithm. The 

Bandwidth Profile algorithm is said to be in color-blind mode for Bandwidth Profile Flow i when 

the color (if any) already associated with each Service Frame in Bandwidth Profile Flow i is ig-

nored by the Bandwidth Profile Algorithm. 

[R154] A UNI MUST be able to support color-blind mode for Bandwidth Profiles. 

[O7] A UNI MAY support color-aware mode for Bandwidth Profiles. 

The color mode of operation for Bandwidth Profile Flow i is determined using the parameter 
iCM . 

A token bucket model is used to describe the Bandwidth Profile behavior. Each Bandwidth Pro-

file Flow i has a committed token bucket that can contain up to iCBS  tokens, and an excess to-

ken bucket that can contain up to iEBS  tokens. Tokens for each bucket are sourced at a rate of 
iCIR  and iEIR  respectively. Tokens that overflow each bucket for a Bandwidth Profile Flow 

may be made available to other buckets depending on the setting of the Coupling Flags ( iCF ) 

and what other Bandwidth Profile Flows are mapped to the Envelope. Tokens flowing into a 

bucket are limited to iCIRmax  and iEIRmax  respectively. Each Service Frame that maps to Band-

width Profile Flow i will be declared Green, Yellow, or Red by the Bandwidth Profile algorithm, 

depending on the arrival time of the Service Frame, the Color of the Service Frame (if any), and 

the number of tokens in the committed and excess token buckets. When a Service Frame for 

Bandwidth Profile Flow i is declared Green a number of tokens equal to the length of that Ser-

vice Frame is removed from the committed bucket for that Bandwidth Profile Flow. When a Ser-

vice Frame for Bandwidth Profile Flow i is declared Yellow a number of tokens equal to the 

length of that Service Frame is removed from the excess bucket for that Bandwidth Profile Flow. 

To specify the Bandwidth Profile behavior, we define the following functions: 

 tB i

C  and  tB i

E  represent the number of tokens in the committed and excess token buckets, re-

spectively, for Bandwidth Profile Flow i at time t, for ni ,...,2,1 . 

                                                
24 Recall that a Service Frame is defined as any Ethernet Frame transmitted across the UNI and thus a Layer 2 Con-
trol Protocol Ethernet frame is a Service Frame and thus can be subject to a Bandwidth Profile. Similarly SOAM 

Service Frames can be subject to a Bandwidth Profile. 
25 The categorization of a Service Frame does not imply any change to the content of the frame. Certain approaches 

to network implementation may “mark” frames internal to the CEN but such procedures are beyond the scope of this 

Technical Specification. 
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 21,ttT i

C
 and  21,ttT i

E  represent the maximum number of tokens that might be added to the 

committed and excess token buckets, respectively, for Bandwidth Profile Flow i over the time 

interval 1t  to 2t , for ni ,...,2,1 . 

 21,ttAi

C
 and  21,ttAi

E  represent the number of tokens actually added to the committed and ex-

cess token buckets, respectively, for Bandwidth Profile Flow i over the time interval 1t  to 2t  for 

ni ,...,2,1 . 

 21,ttOi

C
 and  21,ttOi

E  represent the number of tokens that overflow the committed and excess 

token buckets, respectively, for Bandwidth Profile Flow i over the time interval 1t  to 2t  for 

ni ,...,2,1 . 

 21,ttS i

C
 and  21,ttS i

E  represent the number of tokens available to be shared to the committed 

and excess token buckets of Bandwidth Profile Flow 1i , respectively, from Bandwidth Profile 

Flow i over the time interval 1t  to 2t  for 1,,...,2  nni . 

The maximum number of tokens that might be added to the committed token bucket,  21,ttT i

C
, 

includes tokens sourced at the Committed Information Rate ( iCIR ) over the time interval and 

any tokens shared from the next higher rank Bandwidth Profile Flow. The maximum number of 

tokens that might be added to the excess token bucket,  21,ttT i

E , includes tokens sourced at the 

Excess Information Rate ( iEIR ) over the time interval, any tokens shared from the higher rank 

Bandwidth Profile Flow, and any overflow tokens from the committed token bucket that are al-

lowed by the Coupling Flag ( iCF ). Note that for the committed token bucket, Bandwidth Profile 

Flow n has no tokens shared from a higher rank since there are no Bandwidth Profile Flows with 

a rank higher than n. Therefore   0, 21

1  ttS n

C . For the excess token bucket there are no tokens 

shared from a rank higher than n, however depending on 0CF  there may be tokens shared from 

the overflow of the committed token bucket at rank 1. Therefore  21

10

21

1 ,),( ttOCFttS C

n

E  . 

    ),(
8

, 21

1

1221 ttStt
CIR

ttT i

C

i
i

C

  for ni ,...,2,1  

    ),(),(
8

, 2121

1

1221 ttOCFttStt
EIR

ttT i

C

ii

E

i
i

E  
 for ni ,...,2,1  

Note that [R150] mandates that nCF  = 0 if 0CF  =1 in the equation for  21, ttT n

E . 

The number of tokens actually added to the token bucket is some or all of the tokens available to 

be added, limited by the maximum number of tokens allowed in the token bucket (
iCBS  and 

iEBS ) and by the maximum rate at which tokens are allowed to be added ( iCIRmax  and iEIRmax ). 
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     








 12
max

12121
8

,),,(min, tt
CIR

tBCBSttTttA
i

i

C

ii

C

i

C  for ni ,...,2,1  

     








 12
max

12121
8

,),,(min, tt
EIR

tBEBSttTttA
i

i

E

ii

E

i

E  for ni ,...,2,1  

The number of tokens that overflow each token bucket is the number of available tokens that are 

not actually added to the token bucket. 

 212121 ,),(),( ttAttTttO i

C

i

C

i

C   for ni ,...,2,1  

   212121 ,),(, ttAttTttO i

E

i

E

i

E   for ni ,...,2,1  

The number of tokens available to be shared from Bandwidth Profile Flow i  to the next lower 

rank Bandwidth Profile Flow, 1i , is the number of tokens that overflow the committed and ex-

cess token buckets and, in the case of the committed token bucket, are not made available to the 

excess token bucket by the Coupling Flag, iCF . 

  ),()1(, 2121 ttOCFttS i

C

ii

C   for ni ,...,3,2  

  ),(, 2121 ttOttS i

E

i

E   for ni ,...,3,2  

The Bandwidth Profile algorithm for an Envelope is shown in Figure 27. A visual representation 

of the algorithm is presented in Appendix C.1. 

[R155] For an Envelope and for a sequence of Service Frames, 

   nittjilt jjjjjj ,...,2,1,0,,, ,1    
with arrival times at the reference point 

at times jt , lengths jl , and Bandwidth Profile Flows ji  that are mapped to 

the Envelope, the level of compliance assigned to each Service Frame MUST 

be defined according to the algorithm in Figure 27 where   ii

C CBStB 0  and 

  ii

E EBStB 0 . 
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Figure 27 – The Bandwidth Profile Algorithm for an Envelope 

Note that this document does not mandate how the behavior specified in Figure 27 is achieved by 

the CEN. The network functionality could be distributed and configured in any way. Also note 

that, since the algorithm assumes perfect time precision and zero time required for calculations, it 

is impossible to achieve the exact behavior described in Figure 27. A practical implementation 

needs to yield behavior "close" to the ideal behavior. Defining "close" is beyond the scope of this 

document. See Appendix C.3 for discussions of Bandwidth Profile implementation considera-

tions. 

12.2 Bandwidth Profile without Sharing 

The algorithm of Figure 27 reduces to the Bandwidth Profile algorithm of Figure 13 of MEF 

10.2 [15] when there is only one Bandwidth Profile Flow mapped to an Envelope and both 
1

maxCIR  and 1

maxEIR  are sufficiently large. The following derivation demonstrates this fact. 

When 1n , 11

max CIRCIR  , and  1111

max CIRCFEIREIR  , 

       12

1

21

1

12

1

21

1

8
,

8
, tt

CIR
ttStt

CIR
ttT n

CC  
 and 
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8

, 21

11

12

1

21

1
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11

12

1

21

1 ttOCFtt
EIR

ttSttOCFtt
EIR

ttT C

n

ECE  
. 

Recall that [R142] mandates 0CF  = 0 when there is only one Bandwidth Profile Flow mapped to 

the Envelope. 

Since 11

max CIRCIR  , it follows that 
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Since  1111

max CIRCFEIREIR  , 
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Then the computation of the number of tokens in each bucket is 
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Inspection of these equations reveals that the token counts depend on just the parameters for 

Bandwidth Profile Flow 1. Thus the level of compliance for each Service Frame in Bandwidth 

Profile Flow 1 is determined by the algorithm in Figure 28. 
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Figure 28 – Bandwidth Profile Algorithm for one Bandwidth Profile Flow in an Envelope 

Figure 28 is equivalent to Figure 13 of MEF 10.2 [15] and thus the algorithm of Figure 27 is 

backward compatible with the Bandwidth Profile algorithm of [15] when a single Bandwidth 

Profile Flow is in an Envelope, 1

maxCIR  is sufficiently large, and 1

maxEIR  is sufficiently large. 

12.3 Ingress Bandwidth Profiles Service Attributes 

The Ingress Bandwidth Profile is used to regulate the amount of ingress traffic at a particular 

UNI. An Ingress Bandwidth Profile is defined for ingress Service Frames at the particular UNI. 

In other words, the sequence   ,0,,, jilt jjj  to which the algorithm of Section 12.1 is applied is 

based on ingress Service Frames at a UNI. There are three Ingress Bandwidth Profile models as 

described in Sections 9.14, 10.5, and 10.6. 

The disposition of a given ingress Service Frame with respect to delivery to an egress UNI is de-

pendent on the Service Frame’s level of compliance to the Ingress Bandwidth Profile that is ap-

plied to it. This is defined to be the Ingress Bandwidth Profile compliance level and it has three 

possible values: Green, Yellow, or Red. 

[R156] An ingress Service Frame that is declared Red by an Ingress Bandwidth Pro-

file MUST be discarded. 
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Note that if an ingress Service Frame is declared Green by an Ingress Bandwidth Profile and it 

meets other conditions per the definition of Qualified Service Frame [R31] in Section 8.8, then 

the SLS applies to this Service Frame. 

Note that, per the definition of Qualified Service Frame in [R31] in Section 8.8, an ingress Ser-

vice Frame that is declared Yellow by an Ingress Bandwidth Profile is not subject to the perfor-

mance objectives of the SLS. 

The better the level of Ingress Bandwidth Profile compliance, the fewer Service Frames will be 

discarded. In order to improve the level of Ingress Bandwidth Profile compliance, a Subscriber 

may need to shape traffic in the CE (see Appendix A.3). 

12.4 Egress Bandwidth Profiles Service Attributes 

An Egress Bandwidth Profile is used to regulate the amount of egress traffic at a particular UNI. 

An Egress Bandwidth Profile is defined for a particular UNI and applies to all or a subset of all 

egress Service Frames at the UNI in question. 

The reference point for an Egress Bandwidth Profile is the egress UNI. An Egress Bandwidth 

Profile describes arrival times and lengths of Service Frames that will be observed at the egress 

UNI when an Egress Bandwidth Profile is in operation in the CEN. This description is given in 

terms of what would happen if an observer at the egress UNI applied the algorithm of Section 

12.1 to egress Service Frames. This observer would see traffic after it had been subject to rate 

limiting and/or shaping in the CEN and thus would have certain characteristics. These character-

istics are described in terms of the behavior of the algorithm of Section 12.1 when run by the ob-

server. 

[R157] When a sequence of egress Service Frames is subject to an Egress Bandwidth 

Profile with parameters 
iiiiiiiii ERCMCFEBSEIREIRCBSCIRCIR ,,,,,,,, maxmax  for ni ,...,2,1 , and 

0CF , the result of the application of the algorithm of Section 12.1 to these 

egress Service Frames, MUST be to declare each Service Frame either Green 

or Yellow. 

The implication is that the regulation of the Service Frames in the CEN is such that all Service 

Frames that would be determined to be Red by the observer are discarded before reaching the 

egress UNI. It is important to reiterate that this description of Egress Bandwidth Profile does not 

mandate or constrain in any way the implementation in the Service Provider network. 

There are three Egress Bandwidth Profile models as described in Sections 9.15, 10.7, and 10.8. 

12.5 Simultaneous Application of the Ingress Bandwidth Profile Application 
Models 

[O8] Multiple models of Ingress Bandwidth Profile application MAY exist simul-

taneously at a UNI. 

In view of [R137]: 
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 If there is a per UNI Ingress Bandwidth Profile, then there cannot be any other In-

gress Bandwidth Profiles at that UNI. 

 If there is a per EVC Ingress Bandwidth Profile on an EVC, then there cannot be 

any per Class of Service Ingress Bandwidth Profiles on that EVC. 

For example, in the configuration of Figure 25, there cannot be an Ingress Bandwidth Profile for 

EVC1. Note also that for the configuration in Figure 25, that it is possible to configure a per-EVC 

Ingress Bandwidth Profile for EVC2 but there happens to not be an Ingress Bandwidth Profile for 

EVC2 in this example. 

12.6 Simultaneous Application of the Egress Bandwidth Profile Application 
Models 

[O9] Multiple models of Egress Bandwidth Profile application MAY exist simulta-

neously for an egress UNI. 

In view of [R137]: 

 If there is a per UNI Egress Bandwidth Profile, then there cannot be any other 

Egress Bandwidth Profiles at that UNI. 

 If there is a per EVC Egress Bandwidth Profile on an EVC, then there cannot be 

any per Egress Equivalence Class Identifier Bandwidth Profiles on that EVC. 

13. Ethernet Service Framework 

The parameter values for the Service Attributes define the capabilities of an Ethernet Service. 

Some or all of the Service Attributes may apply to an Ethernet Service. Service Attributes are 

described in Sections 8, 9, 10, 11, and 12. 

For a particular Ethernet Service, there are four types of Service Attributes, those that apply to a 

UNI as described in Section 9, those that apply to an EVC as described in Section 8, those that 

apply to an EVC per UNI as described in Section 10, and those that apply across the EVC in 

question and other EVCs as described in Section 11. 

The UNI Service Attributes are listed in Table 26 along with their possible parameter values. For 

a given instance of a service, a table like that of Table 26 needs to be specified for each UNI in 

the EVC associated with the service. 
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Attribute Values 

UNI ID (Section 9.1) A non-null RFC 2579 DisplayString no greater 

than 45 characters 

Physical Layer (Section 9.2) A Standard Ethernet PHY per IEEE Std 802.3 – 

2012 [3] but excluding 1000BASE-PX-D and 

1000BASE-PX-U for each physical link imple-

menting the UNI. 

Synchronous Mode (Section 9.3) Enabled or Disabled for each physical link imple-

menting the UNI. 

Number of Links (Section 9.4)  1 

UNI Resiliency Attribute (Section 9.5) None or Link Aggregation 

Service Frame Format (Section 9.6)  IEEE Std 802.3 – 2012 [3] 

UNI Maximum Service Frame Size (Sec-

tion 9.7) 
Integer  1522 

Service Multiplexing (Section 9.8) Enabled or Disabled26 

CE-VLAN ID for Untagged and Priority 

Tagged Service Frames (Section 9.9) 

An integer in 1, 2, …, 4094. 

CE-VLAN ID/EVC Map (Section 9.10) Map as per Section 9.10 

Maximum Number of EVCs (Section 9.11) Integer  1 

Bundling (Section 9.12) Enabled or Disabled26 

All to One Bundling (Section 9.13) Enabled or Disabled27 

Ingress Bandwidth Profile per UNI (Sec-

tion 9.14) 

No or parameters as defined in Section 12.1 

Egress Bandwidth Profile per UNI (Section 

9.15) 

No or parameters as defined in Section 12.1 

Link OAM (Section 9.16) Enabled or Disabled 

UNI MEG (Section 9.17) Enabled or Disabled 

E-LMI (Section 9.18) Enabled or Disabled 

Layer 2 Control Protocols Processing (Sec-

tion 9.19) 

Requirements for the processing of L2CP Service 

Frames are contained in MEF 6.1.1.[13] 

Table 26 – UNI Service Attributes 

The EVC Service Attributes are listed in Table 27 along with their possible parameter values. 

For a given instance of a service, a table like that of Table 27 needs to be specified for the EVC 

associated with the service. 

 

                                                
26 Must be Disabled if All to One Bundling is Enabled. 
27 Must be Disabled if Bundling is Enabled or Service Multiplexing is Enabled. 
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Attribute Values 

EVC Type (Section 8.1) Point-to-Point, Multipoint-to-Multipoint, or Rooted-Multipoint 

EVC ID (Section 8.2) A non-null RFC 2579 DisplayString no greater than 45 characters 

UNI List (Section 8.3) A list of <UNI ID, UNI Role> pairs 

Maximum Number of 

UNIs (Section 8.4) 

Integer. 2 if EVC Type is Point-to-Point. Greater than or equal to 3 

otherwise. 

Unicast Data Service 

Frame Delivery (Section 

8.5.2) 

Deliver Unconditionally or Deliver Conditionally.  

Multicast Data Service 

Frame Delivery (Section 

8.5.2) 

Deliver Unconditionally or Deliver Conditionally.  

Broadcast Data Service 

Frame Delivery (Section 

8.5.2) 

 Deliver Unconditionally or Deliver Conditionally.  

CE-VLAN ID Preserva-

tion (8.6.1)  

Enabled or Disabled 

CE-VLAN CoS Preser-

vation (Section 8.6.2) 

Enabled or Disabled 

Layer 2 Control Proto-

cols Processing (Section 

8.7) 

Requirements for the processing of L2CP Service Frames are con-

tained in MEF 6.1.1.[13] 

EVC Performance (Sec-

tion 8.8) 

Performance objectives and parameters as described in Section 8.8.28 

EVC Maximum Service 

Frame Size (Section 8.9) 
Integer  1522 

Table 27 – EVC Service Attributes 

The EVC per UNI Service Attributes are listed in Table 28 along with their possible parameter 

values. For a given instance of a service, a table like that of Table 28 needs to be specified for 

each UNI in the EVC associated with the service. 

                                                
28 Note that an SLS can also specify performance objectives spanning more than one EVC as described in Section 

11. 
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Attribute Values 

UNI EVC ID (Section 10.1) A string formed by the concatenation of the UNI 

ID and the EVC ID 

Class of Service Identifiers (Section 10.2) Basis and values as described in Section 10.2. 

Color Identifier (Section 10.3) Basis and values as described in Section 10.3. 

Egress Equivalence Class Identifiers (Sec-

tion 10.4) 

Basis and values as described in Section 10.4. 

Ingress Bandwidth Profile Per EVC (Sec-

tion 10.5) 

No or parameters as defined in Section 12.129 

Ingress Bandwidth Profile Per Class of 

Service Identifier (Section 10.6) 

No or parameters as defined in Section 12.1 for 

each Class of Service Name30 

Egress Bandwidth Profile Per EVC (Sec-

tion 10.7)  

No or parameters as defined in Section 12.1 for 

each EVC31 

Egress Bandwidth Profile Per Egress 

Equivalence Class Identifier (Section 10.8) 

No or parameters as defined in Section 12.1 for 

each Egress Equivalence Class32 

Source MAC Address Limit (Section 10.9) Enabled or Disabled. If Enabled, a positive integer 

and a positive time interval. 

Test MEG (Section 10.10)  Enabled or Disabled 

Subscriber MEG MIP (Section 10.11) Enabled or Disabled 

Table 28 – EVC per UNI Service Attributes 
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29 Must be No if Ingress Bandwidth Profile per UNI is not No. 
30 Must be No if Ingress Bandwidth Profile per UNI is not No or Ingress Bandwidth Profile per EVC is not No. 
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32 Must be No if Egress Bandwidth Profile per UNI is not No or Egress Bandwidth Profile per EVC is not No. 
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Appendix A Examples (Informative) 

This appendix contains examples of some of the attributes specified in this Technical Specifica-

tion. They are for illustrative purposes only. In the event of a conflict between the material in this 

appendix and the main body of this text, the material in the main body is controlling. 

A.1 CE-VLAN ID Preservation Service Attribute 

The following is a list of examples covering the CE-VLAN ID Preservation Service Attribute for 

both CE-VLAN ID Preservation Enabled and CE-VLAN ID Preservation Disabled. See Section 

8.6.1. 

A.1.1 CE-VLAN ID Preservation Enabled 

Figure 29 shows the notation used for the CE-VLAN ID/EVC Maps in the examples in this sub-

section. 
 

Scenario A*: Untagged/Priority Tagged Service Frames are mapped to the EVC

Scenario B: Untagged/Priority Tagged Service Frames are not mapped to the EVC

VLAN TaggedVLAN TaggedBB

Untagged

Priority Tagged

VLAN Tagged

Untagged

Priority Tagged

VLAN Tagged

A*A*

Egress Service 

Frame Format

Ingress Service 

Frame Format
Egress MapIngress Map

 

Figure 29 – CE-VLAN ID/EVC Map Notation 
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Ingress Frames (UNI A)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 10

Frame D – VLAN Tagged 12

Egress Frames (UNI B)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 10

Frame H – VLAN Tagged 12

Ingress Frames (UNI B)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 10

Frame H – VLAN Tagged 12

Egress Frames (UNI B)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 10

Frame D – VLAN Tagged 12

EVC 1

EVC 11,…,4095

EVCCE-VLAN ID

UNI A

EVC 11,…,4095

EVCCE-VLAN ID

UNI B

 

Figure 30 – Example 1: CE-VLAN ID Preservation Enabled with All to One Bundling En-

abled33 
 

Ingress Frames (UNI C)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 20

Frame D – VLAN Tagged 22

Frame E – VLAN Tagged 30

Egress Frames (UNI C)

Frame F – ?

Frame G – ?

Frame H – ?

Frame I – VLAN Tagged 22

Frame J – VLAN Tagged 30

? means format not mandated

EVC 2

UNI C

CE-VLAN ID EVC

20*,22 EVC 2

30 EVC 3

EVC 3

Ingress Frames (UNI C)

Frame F – Untagged

Frame G – Priority Tagged

Frame H – VLAN Tagged 20

Frame I – VLAN Tagged 22

Frame J – VLAN Tagged 30

Egress Frames (UNI C)

Frame A – ?

Frame B – ?

Frame C – ?

Frame D – VLAN Tagged 22

Frame E – VLAN Tagged 30

? means format not mandated

UNI D

CE-VLAN ID EVC

20*,22 EVC 2

30 EVC 3  

Figure 31 – Example 2: CE-VLAN ID Preservation Enabled with Bundling Enabled and 

Multiple CE-VLAN IDs mapped to EVC233 

A.1.2 CE-VLAN ID Preservation Disabled 

Figure 32 shows the notation used for the CE-VLAN ID/EVC Maps in the examples in this sub-

section. 
 

                                                
33 When a UNI has the All to One Bundling Enabled or Bundling Enabled, CE-VLAN ID Preservation is mandated 

to be Enabled. 
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UntaggedVLAN TaggedA*B

VLAN Tagged

VLAN Tagged

VLAN Tagged

Untagged

Priority Tagged

VLAN Tagged

BA*

Scenario A*: Untagged/Priority Tagged Service Frames are mapped to the EVC

Scenario B: Untagged/Priority Tagged Service Frames are not mapped to the EVC

VLAN TaggedVLAN TaggedBB

Untagged

Untagged

Untagged

Untagged

Priority Tagged

VLAN Tagged

A*A*

Egress Service 

Frame Format

Ingress Service 

Frame Format
Egress MapIngress Map

 

Figure 32 – CE-VLAN ID/EVC Map Notation 
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Ingress Frames (UNI E)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 10

Frame D – VLAN Tagged 12

Egress Frames (UNI E)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 10

Frame H – VLAN Tagged 12

Ingress Frames (UNI F)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 10

Frame H – VLAN Tagged 12

Egress Frames (UNI F)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 10

Frame D – VLAN Tagged 12

EVC 4

EVC 440*

EVCCE-VLAN ID

UNI E

EVC 444*

EVCCE-VLAN ID

UNI F

 

Ingress Frames (UNI G)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 50

Frame D – VLAN Tagged 52

Egress Frames (UNI G)

Frame H – Untagged

Ingress Frames (UNI H)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 54

Frame H – VLAN Tagged 56

Egress Frames (UNI H)

Frame A – VLAN Tagged 56

Frame B – VLAN Tagged 56

Frame C – VLAN Tagged 56

EVC 5

EVC 550*

EVCCE-VLAN ID

UNI G

EVC 556

EVCCE-VLAN ID

UNI H

 

Ingress Frames (UNI I)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 60

Frame D – VLAN Tagged 62

Egress Frames (UNI I)

Frame H – Untagged

Ingress Frames (UNI J)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 64

Frame H – VLAN Tagged 60

Egress Frames (UNI J)

Frame A – VLAN Tagged 60

Frame B – VLAN Tagged 60

Frame C – VLAN Tagged 60

EVC 6

EVC 660*

EVCCE-VLAN ID

UNI I

EVC 660

EVCCE-VLAN ID

UNI J

 

Ingress Frames (UNI K)

Frame A – Untagged

Frame B – Priority Tagged

Frame C – VLAN Tagged 70

Frame D – VLAN Tagged 72

Egress Frames (UNI K)

Frame H – VLAN Tagged 72

Ingress Frames (UNI L)

Frame E – Untagged

Frame F – Priority Tagged

Frame G – VLAN Tagged 74

Frame H – VLAN Tagged 76

Egress Frames (UNI L)

Frame D – VLAN Tagged 76

EVC 7

UNI K

CE-VLAN ID EVC

72 EVC 7

UNI L

CE-VLAN ID EVC

76 EVC 7
 

Figure 33 – Example 3: CE-VLAN ID Preservation Disabled 
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A.2 Examples of the Use of the CE-VLAN ID/EVC Map and EVCs 

This section presents examples of the use of EVCs and the CE-VLAN ID/EVC Map. It is intend-

ed to clarify the concepts and present likely deployment scenarios. 

A.2.1 Untagged UNIs 

In connecting branch enterprise locations to a hub enterprise location, it is desirable to make the 

configuration of the branch CEs simple. A similar objective applies to providing access to higher 

layer services, e.g., Internet Access, where the configuration of the CE at the sites accessing the 

service should be kept simple. Figure 34 shows an example of 3 UNIs (A, B, and C) where CEs 

only capable of handling Untagged Service Frames are attached. The CE-VLAN ID/EVC maps 

are shown for each UNI. The asterisk indicates the CE-VLAN ID assigned to Untagged/Priority 

Tagged Service Frames. 

EVC1

EVC3

EVC2

A

B

C

D

 
EVCs  UNI A  UNI B  UNI C  UNI D 

EVC UNIs  CE-VLAN 

ID 

EVC  CE-VLAN 

ID 

EVC  CE-VLAN 

ID 

EVC  CE-VLAN 

ID 

EVC 

EVC1 A,D  *17 EVC1        2065 EVC1 

EVC2 B,D     *337 EVC2     2066 EVC2 

EVC3 C,D        *1023 EVC3  2067 EVC3 

Figure 34 – Untagged UNIs 

Consider an ingress Untagged Service Frame at UNI A. It will be mapped to EVC1 and delivered 

to UNI D. At UNI D, it will become a VLAN Tagged egress Service Frame with VLAN ID 

2065. An ingress VLAN Tagged Service Frame at UNI D with VLAN ID 2065 will be mapped 

to EVC1 and delivered to UNI A. At UNI A, it will become an egress Untagged (see Section 9.9) 

Service Frame. 

A.2.2 Use of Rooted-Multipoint EVC 

An example of the use of the Rooted-Multipoint EVC is shown in Figure 35. A higher layer ser-

vice is being provided via UNI D to three different customers at UNIs A, B, and C. By using a 

Rooted-Multipoint EVC, all three customers can be reached by the higher layer service provider 

at UNI D using a single EVC. Each customer’s CE can only send to the higher layer service CE 

thus keeping each customer from seeing other customers’ sourced traffic. Compared with the ex-

ample shown in Figure 34, this can save a large number of Point-to-Point EVCs when there are a 

large number of customers. Note that the CEs do not necessarily have to send and receive 

Tagged Service Frames. In particular, the CEs at UNIs A and C do not need to send or receive 

Tagged Service Frames in this example. 
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A

B

C

D

EVC1

Higher

Layer

Service

Higher

Layer

Service

Customers

 
EVCs  UNI A  UNI B  UNI C  UNI D 

EVC UNIs  CE-VLAN ID EVC  CE-VLAN ID EVC  CE-VLAN ID EVC  CE-VLAN ID EVC 

EVC1 A (Leaf) 
B (Leaf) 
C (Leaf) 
D (Root) 

 *17 EVC1  3379 EVC1  *1023 EVC1  2065 EVC1 

            

            

            

Figure 35 – Use of a Rooted-Multipoint EVC 

A.2.3 Redundant Higher Layer Service Access 

The example shown in Figure 36 illustrates the use of service multiplexing and Multipoint-to-

Multipoint EVCs to provide redundant access to higher layer services. A Multipoint-to-

Multipoint EVC is used for each customer of the higher layer service. Higher layer service rout-

ers are attached to two UNIs (C and D in the example) in each such EVC. Routing protocols 

running among the two higher layer service routers and the customer router allow the customer 

to access the higher layer service in a redundant fashion. 

A

B
D

EVC1Higher

Layer

Service

Higher

Layer

Service

Customers

C

EVC2

 
EVCs  UNI A  UNI B  UNI C  UNI D 

EVC UNIs  CE-VLAN ID EVC  CE-VLAN ID EVC  CE-VLAN ID EVC  CE-VLAN ID EVC 

EVC1 A,C,D  2881 EVC1     124 EVC1  2065 EVC1 

EVC2 B,C,D     3379 EVC2  125 EVC2  2066 EVC2 

Figure 36 – Redundant Higher Layer Service Access 

A.3 Traffic Shaping Example 

Shaping is a procedure to reduce the burstiness of traffic. When done in the CE it is meant to in-

crease the level of Ingress Bandwidth Profile compliance (see Section 12.3). A shaper is defined 

by a set of parameters. Those parameters should be chosen to ensure that the delay introduced by 

shaping function is bounded within the acceptable limits and that the traffic dropped at the shap-

er is kept to a minimum. 

The example in this appendix assumes a single Bandwidth Profile Flow that is the only Band-

width Profile Flow mapped to the Envelope. It also assumes the CM = color-blind and CF = 0. 

A shaper could be a single rate or a double rate shaper. A single rate shaper could consist of three 

parameters CIR, CBS*, and CBS, in which: 

 CIR = the shaping rate of Green frames (average output rate of the shaper), 
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 CBS = the shaping burst of Green frames (maximum output burst of the shaper) 

 CBS* = the accepted burst of Green frames (maximum buffer size for Green 

frames) 

 CBS*  CBS, which means the shaper accepts larger bursts at its input and gener-

ates smaller bursts at its output. 

A double rate shaper could consist of parameters CIR, CBS*, CBS, EIR, EBS*, and EBS, in 

which, CIR, CBS*, and CBS are as defined above, and EIR, EBS*, and EBS are: 

 EIR = the shaping rate of Yellow frames (average output rate of the shaper), 

 EBS = the shaping burst of Yellow frames (maximum output burst of the shaper) 

 EBS* = the accepted burst of Yellow frames (maximum buffer size for Yellow 

frames) 

It is recommended that the CE shape the traffic it sends into the CEN, so that the output of the 

shaper matches the CIR, CBS, EIR, and EBS parameters of the appropriate Bandwidth Profile. 

For example, the CE could shape with a dual rate token bucket shaper using parameters CIR, 

CBS*, CBS, EIR, EBS*, and EBS where EBS* = 0 and CBS* is the shaper’s buffer size. Define 

the following notation: 

  tB  = the instantaneous buffer occupancy in bytes, 

  tC  = the instantaneous value of the tokens in the Committed token bucket, 

  tE  = the instantaneous value of the tokens in the Excess token bucket, 

 L = the length of the frame at the head of the buffer, 

 LNF = length of a new frame given to the shaper, and 

 THS = a configured buffer threshold such that the difference between THS and the 

shaper’s buffer size, CBS*, is large enough to hold a maximum sized frame. 

Example shaping algorithms are presented below. In these algorithms, “transmit the frame” 

means transfer the frame to the transmission buffer for the outgoing Ethernet port of the CE. For 

simplicity, it is assumed that there is always space available in the transmission buffer. The algo-

rithm in Figure 37 is run every t  seconds where t  is the period between updating the token 

bucket values  tC  and  tE , i.e., 

      tCIRttCCBStC 
8

,min  and       tEIRttEEBStE 
8

,min . 
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Service Frames sent by the CE using this algorithm should always have an Ingress Bandwidth 

Profile compliance of Green. 

 
while((L <= C(t)) && (B(t) > 0)) 

{ 

 C(t) = C(t) – L; 

 B(t) = B(t) – L; 

 transmit the frame at the head of the buffer; //Should be declared green 

} 

Figure 37 – Periodic Algorithm 

The algorithm of Figure 38 is run every time a new frame is given to the shaper to process. This 

algorithm will send Service Frames with an Ingress Bandwidth Profile compliance of Yellow if 

necessary to try to make room in the buffer for the new frame. 
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if(B(t) == 0) // If buffer is empty 

{ 

 if(LNF <= C(t)) 

 { 

  C(t) = C(t) – LNF; 

  transmit new frame; // Should be declared green 

 } 

 else 

 { 

  place new frame in buffer; 

  B(t) = B(t) + LNF; 

 } 

} 

else 

{ 

 while(L <= C(t)) 

 { 

  C(t) = C(t) – L; 

  B(t) = B(t) – L; 

  transmit the frame at the head of the buffer; //Should be declared green 

 } 

 if(B(t) <= THS) 

 { 

  place new frame in buffer; 

  B(t) = B(t) + LNF; 

 } 

 else 

 { 

  while((L <= E(t) && (B(t) > THS)) 

  { 

   E(t) = E(t) – L; 

   B(t) = B(t) – L; 

   transmit the frame at the head of the buffer; //Should be declared yellow 

  } 

  if(B(t) <= THS) 

  { 

   place new frame in buffer; 

   B(t) = B(t) + LNF; 

  } 

  else 

  { 

   discard new frame; 

  } 

 } 

} 

Figure 38 – New Frame Algorithm 

Shaping can also be used within the CEN to implement a low loss but higher delay SLS and/or to 

smooth traffic for more efficient use of network buffers. 

A.4 Examples of Availability Metrics for Multipoint EVCs 

The Performance Metric definitions for Multipoint EVCs provide a great deal of flexibility. This 

section provides examples on how the subset of UNIs in the EVC can be used to define UNI-

oriented Performance Metrics (Section A.4.1) and EVC-oriented Performance Metrics (Section 

A.4.2). The Availability Performance Metric is used for these examples. 
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Both examples use the Multipoint EVC depicted in Figure 39. There are two Class of Service 

Names supported on the EVC, namely CoS Name 1 and CoS Name 2. The important traffic 

paths for each Class of Service Name have been agreed to by Subscriber and the Service Provid-

er as shown in the figure. 

UNI A UNI C UNI E

UNI B UNI D

Important paths for CoS Name 2

Important paths for CoS Name 1

Multipoint EVC

 

Figure 39 – Multipoint EVC Example 

A.4.1 UNI-oriented Availability Example 

In this case, an Availability Performance Metric is defined for each UNI for each Class of Ser-

vice Name. The Performance Metric is based on the ability to communicate between the UNI in 

question and the other UNIs identified by the important traffic flows. Define the following sub-

sets of ordered UNI pairs: 

  EADACABASA ,,,,,,,1,   

  EBDBCBABSB ,,,,,,,1,   

  BCACSC ,,,1,   

  BDADSD ,,,1,   

  BEAESE ,,,1,   

  EACASA ,,,2,   

  ECACSC ,,,2,   

  AECESE ,,,2,   

For this example, assume that T, t , C , and n, are used for all availability Performance Metrics. 

Then using the definition in Section 8.8.4, 1,AS

TA  can be viewed as the availability of UNI A for 

Class of Service Name 1 and this reflects the availability of the important point to point paths 
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that UNI A is a part of. Similarly, 2,CS

TA  can be viewed as the availability of UNI C for Class of 

Service Name 2. Thus, the availability for each UNI for each Class of Service Name can be de-

fined by selecting the appropriate subset of UNI pairs. 

A.4.2 EVC-oriented Availability Example 

In this case an Availability Performance Metric is defined for each Class of Service Name sup-

ported by the EVC. Define the following subsets of ordered UNI pairs: 

 













BEEBBD

DBBCCBAEEAADDAACCAABBA
S

,,,,,

,,,,,,,,,,,,,,,,,,,,,,
1

 

  CEECAEEAACCAS ,,,,,,,,,,,2   

For this example, assume that T, t , C , and n, are used for both availability Performance Met-

rics. Then using the definition in Section 8.8.4, 1S

TA  can be viewed as the availability of Class of 

Service Name 1 on the EVC and 2S

TA  can be viewed as the availability of Class of Service Name 

2 on the EVC. 

Appendix B Effect of Service Frame Overhead (Informative) 

Figure 40 is a simplified version of Figure 3 – 1 in IEEE Std 802.3 – 2012 [3] which shows the 

format of the IEEE Std 802.3 – 2012 Packet. Because UNIs specified in this document do not 

run in half duplex mode, the Extension Field is always zero length and not shown in the figure. 

As can be seen from Figure 40 the Service Frame is exactly the IEEE Std 802.3 – 2012 Frame. 

IEEE Std 802.3 – 2012 Packets are separated by an Inter-Packet gap of at least 96 bit times (12 

bytes). Thus the minimum separation between Service Frames transmitted across a UNI is 20 

bytes. 

 

Preamble

Start Frame Delimiter

Destination Address

Source Address

Length/Type

MAC Client Data & Pad

Frame Check Sequence

7 bytes

1 byte

6 bytes

6 bytes

2 bytes

Variable Length

4 bytes

F
ra

m
e

P
a

c
k

e
t

Inter-Packet Gap 12 bytes

 

Figure 40 – IEEE Std 802.3 Packet Format (simplified) 

ITU Y.1564 [7] defines Information Rate as the average bit rate of Service Frames at the meas-

urement point starting with the first MAC address bit and ending with the last FCS bit. In the 

context of this document, the measurement point is the UNI. 
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To calculate the Information Rate of a group of Service Frames, take the total number of Service 

Frame bits (the sum of the lengths of each Service Frame in bits from Figure 40) divided by the 

amount of time from the first bit in the first Service Frame to the last bit in the last Service Frame 

plus the amount of time for 160 more bits (minimum Inter-Packet gap, preamble, and start of 

frame delimiter). Let S  be the sum of the Service Frame bits in bits, let r  be the UNI Line Rate 

in bits per second, let 1T be the time when the first bit of the first Service Frame arrives at the 

UNI, and let 2T  be the time when the last bit of the last Service Frame arrives at the UNI. Then 

Information Rate for a group of Service Frames 

r
TT

S

160
12 

 . 

For given Service Frame size, the Information Rate is maximized when the Service Frames in the 

group are back to back, i.e., the Service Frames are separated by 160 bits. For n  back to back 

Service Frames each with length x  bits, 

 
r

nnx
TT

1601
12


  and 

Information Rate for n  back to back Service Frames each with length x  bits 

 
 

r
x

x

rr

nnx

nx
















1601601601

. 

Figure 41 shows the ratio of the Information Rate to UNI Line Rate as a function of Service 

Frame size for group of fixed length, back to back Service Frames. 

1.00
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200015001000500
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Figure 41 – Ratio of Information Rate to UNI Line Rate for Back to Back Service Frames 
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Figure 41 has implications on the behavior of the Bandwidth Profile Algorithm of Section 12.1. 

When that algorithm is applied to a sequence of Service Frames, it deducts tokens from a token 

bucket based on the number of bytes in each Service Frame. Thus it is possible to pick a value of 
iCIR  that is less than the UNI Line Rate but results (perhaps after a transient period to allow the 

token bucket to accumulate tokens) in all Service Frames being declared Green. For example, if 

all Service Frames had lengths of no more than 100 bytes, then choosing iCIR  to be .85 of the 

UNI Line Rate would yield this behavior. 

ITU Y.1564 [7] defines Utilized Line Rate as the average bit rate of the Ethernet line at the 

measurement point, including the bits a) allocable to the minimum-duration period of each Inter-

Packet gap (but not the number of bits allocable to the part of each Inter-Packet gap longer than 

the minimum), b) in the preamble, c) in the start of frame delimiter and d) in the Ethernet Service 

Frame starting with the first MAC address bit and ending with the last FCS bit. In the context of 

this document, the measurement point is the UNI. 

To calculate the Utilized Line Rate of a group of n  Packets, take the total number of Packet bits 

(the length of each Packet in bits from Figure 40) plus n  times the minimum Inter-Packet gap 

divided by the amount of time from the first bit in the first Packet to the last bit in the last Packet 

plus the time for minimum Inter-Packet gap (96 bits). Let P  be the sum of the Packet bits in bits, 

let r  be the UNI Line Rate in bits per second, let 1T  be the time when the first bit of the first 

Packet arrives at the UNI, and let 2T  be the time when the last bit of the last Packet arrives at the 

UNI. 

In equation form: 

Utilized Line Rate for a group of n  Packets 

r
TT

nP

96

96

12 


 . 

When the n  Packets are back to back, 
 

r

nP
TT

961
12


  and the Utilized Line Rate for a 

group of back to back Packets is equal to the UNI Line Rate. Consequently, 

Information Rate for n  back to back Service Frames each with length x  bits = 

 








160x

x
Utilized Line Rate for n  back to back Packets. 

Appendix C Bandwidth Profiles (Informative) 

C.1 Visual Representation of the Bandwidth Profile 

Figure 42 shows a conceptual diagram of the Bandwidth Profile Algorithm with three Bandwidth 

Profile Flows. 
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 The green and yellow trapezoids represent the Committed and Excess token 

buckets for each Bandwidth Profile Flow. 

 The solid arrows labeled iCIR  or iEIR  represent a token source flowing into each 

bucket at the rate specified by the Bandwidth Profile. 

 The dashed arrows show where tokens that overflow the bucket go when the 

number of tokens in the bucket reaches the capacity ( iCBS  or iEBS ) specified by 

the Bandwidth Profile. 

 The circles represent decision points in the path of the overflow tokens that are 

controlled by the Coupling Flag ( iCF ). 

 The X’s represent points at which tokens are discarded (i.e., not added to the to-

ken count for any of the buckets). 

 iCIRmax
 and iEIRmax

 are not shown on the figure. 

The Coupling Flag for each Bandwidth Profile Flow controls the path of overflow tokens from 

the Committed token bucket to the Excess token bucket. 
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CBS3 CF3

CIR3

EBS3

EIR3

1

0

CBS2 CF2

CIR2

EBS2

EIR2

1

0

CBS1 CF1

CIR1

EBS1

EIR1

1

0

CF0

0 1

 

Figure 42 – Behavior of the Bandwidth Profile Algorithm 

C.2 Bandwidth Profile Use Cases 

C.2.1 Sharing Excess Bandwidth 

In this use case, three Bandwidth Profile Flows are included in an Envelope with each Band-

width Profile Flow having a dedicated iCIR . Overflow Green tokens for each Bandwidth Profile 

Flow are sent to the Excess token bucket for that Bandwidth Profile Flow. Overflow Yellow to-

kens are shared with lower ranked Bandwidth Profile Flows. In this case, the amount of band-

width of Qualified Service Frames for each Bandwidth Profile Flow is bounded by each iCIR  

and overflows of Green tokens are available for frames that have no SLS commitment. The con-

figuration of this example is 3,2,1,1,00  iCFCF i
. Figure 43 shows the token paths for this 

configuration. Note that 3,2,1,max iEIRi  are not shown in Figure 43 for simplicity but their val-

ues can be set to limit the excess bandwidth available to a given Bandwidth Profile Flow. 
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CBS3 CF3

CIR3

EBS3

EIR3

1

CBS2 CF2

CIR2

EBS2

EIR2

1

CBS1 CF1

CIR1

EBS1

EIR1

1

 

Figure 43 –Bandwidth Profile Algorithm for Sharing Excess Bandwidth 

C.2.2 Uncoupled Bandwidth Sharing 

In this use case, three Bandwidth Profile Flows are included in an Envelope. The Bandwidth Pro-

file Flows share envCIR  committed bandwidth and envEIR  excess bandwidth.34 Overflows of 

Green tokens are not converted to Yellow tokens. The configuration of this example is

3,2,1,0,00  iCFCF i
, 021 CIRCIR , envCIRCIR 3 , 021  EIREIR , and 

envEIREIR 3 . Figure 44 shows the token paths for this configuration. 

                                                
34 envCIR  and envEIR  are not Bandwidth Profile parameters defined in Section 12.1. envCIR  represents the num-

ber of bits per second of total committed bandwidth shared by the three Bandwidth Profile Flows. envEIR  repre-

sents the number of bits per second of total excess bandwidth shared by the three Bandwidth Profile Flows. 
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CIRenv

EBS3

EIRenv

0

CBS2 CF2

EBS2
0

CBS1 CF1

EBS1
0

 

Figure 44–Bandwidth Profile Algorithm for Uncoupled Bandwidth Sharing 

The amount of bandwidth of Qualified Service Frames range from 0 to envCIR  for each Band-

width Profile Flow. 
1
maxCIR  and 

2
maxCIR  can be used to limit committed bandwidth for Bandwidth 

Profile Flows 1 and 2 if so desired by the Service Provider and agreed to by the Subscriber. 

Similarly, 
1
maxEIR  and 

2
maxEIR  can be used to limit excess bandwidth for Bandwidth Profile Flows 

1 and 2 if so desired by the Service Provider and agreed to by the Subscriber. A similar but dif-

ferent use case is to make 1CIR  and 2CIR  positive in order to ensure that Bandwidth Profile 

Flows 1 and 2 are not starved for committed bandwidth by higher ranked Bandwidth Profile 

Flows. Similarly, 1EIR  and 2EIR  can be used to ensure that Bandwidth Profile Flows 1 and 2 

are not starved for excess bandwidth by higher ranked Bandwidth Profile Flows. 

C.2.3 Sharing Bandwidth among Class of Service Names 

In this case, CoS Labels H, M, and L share envCIR  bandwidth within an Envelope. H is rank 3, M 

is rank 2, and L is rank 1. Frames in the H Bandwidth Profile Flow are declared Green or Red. 

Frames in the M Bandwidth Profile Flow are declared Green, Yellow, or Red. Frames in the L 
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Bandwidth Profile Flow are declared Yellow or Red. The Bandwidth Profile Flow parameter 

values for this configuration are shown in Table 29 and 00 CF . 

 

Parameter 
Bandwidth Profile Flow 

3 (H) 

Bandwidth Profile Flow 

2 (M) 

Bandwidth Profile Flow 

1 (L) 

CIR envCIR  0 0 

maxCIR  envCIRCIR max  envCIRCIR max  0 

CBS 
> Maximum Service 

Frame Size 

> Maximum Service 

Frame Size 
0 

EIR 0 0 0 

maxEIR  0 envCIREIR max  envCIREIR max  

EBS 0 
> Maximum Service 

Frame Size 

> Maximum Service 

Frame Size 

CF 0 1 0 

Table 29 – Parameter Values for Sharing Bandwidth among Class of Service Identifiers 

Figure 45 shows the token paths for this configuration. 
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CBS3 CF3

CIR3

0

CBS2 CF2

CIR2

EBS2

1

EBS1

 

Figure 45–Bandwidth Profile Algorithm for Bandwidth Sharing among Class of Service 

Identifiers 

C.2.4 Active/Standby EVCs 

Figure 46 shows an example commonly found in Mobile Backhaul. In this configuration the two 

EVCs backup each other to provide connectivity from the Cell Site to a Radio Area Network 

controller. The Mobile Operator uses routing protocols to select the EVC to carry all data other 

than the routing protocols. If the active EVC fails, the Mobile Operator routers start sending data 

on the backup EVC. 

 

Figure 46 – Active/Standby EVCs Use Case 
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The Service Provider constructs the Ingress Bandwidth Profile at the Cell Site UNI to limit the 

aggregate bandwidth allocated to the two EVCs. For this example, there are three Class of Ser-

vice Labels supported on each EVC, H, M, and L as specified in MEF 23.1. [22] 

To configure the Ingress Bandwidth Profile at the Cell Site UNI, six Bandwidth Profile Flows 

are specified, one each for each Class of Service Name on an EVC. The six Bandwidth Profile 

Flows are mapped to three Envelopes as shown in Figure 47. Recall that the Ingress Bandwidth 

Profile at the Cell Site is applied to traffic moving from right to left. 

 

UNIUNI

EVCEVCAA

EVCEVCSS

HH

MM

LL

HH

MM

LL

UNIUNI22
EVCEVCSS

,...,,, HHHH EBSEIRCBSCIR

,...,,, MMMM EBSEIRCBSCIR

,...,,, LLLL EBSEIRCBSCIR

3 Envelopes, one each 

for H, M, and L 

Active/Standby EVC

Standby/Active EVC

UNIUNI11EVCEVCAA

 

Figure 47 – Mapping of 6 Bandwidth Profile Flows to 3 Envelopes for the Active/Standby 

Use Case 

The parameters shown in Figure 47 for each Envelope are set to accommodate the aggregate 

bandwidth for the given Class of Service Name. For example, the values for the parameters 

,...,,, HHHH EBSEIRCBSCIR  are set based on the aggregate H cell user traffic plus the aggre-

gate mobile network control traffic including the routing protocols. Table 30 shows how the In-

gress Bandwidth Profile Bandwidth Profile Flow parameter values are set for the H Bandwidth 

Profile Flows. For the Envelope, 00 CF . Note that rCIR  is a small value sufficient to accom-

modate the routing protocol on the Standby EVC. 

 



  Ethernet Services Attributes Phase 3 

MEF 10.3 © The MEF Forum 2013. Any reproduction of this document, or any portion thereof, shall contain the following 

statement: "Reproduced with permission of the MEF Forum." No user of this document is authorized to modify 

any of the information contained herein. 

Page 110 

 

Bandwidth Profile Flow 1: H Service Frames Mapped 

to Standby EVC 

Bandwidth Profile Flow 2: H Service Frames 

Mapped to Active EVC 

Parameter Value Parameter Value 
1CIR  rCIR  2CIR  HCIR  

1CBS  HCBS  2CBS  HCBS  

1EIR  0 2EIR  HEIR  

1EBS  HEBS  2EBS  HEBS  
1CF  0 2CF  0 

1

maxCIR    
2

maxCIR    
1

maxEIR    
2

maxEIR    

Table 30 – Ingress Bandwidth Profile Parameter Values for the H Bandwidth Profile Flows 

Figure 48 shows the resulting Ingress Bandwidth Profile algorithm for the Envelope of H Band-

width Profile Flows. As can be seen, the combined long term average bandwidth of ingress 

Green Service Frames on the two EVCs is rH CIRCIR  . 

CBSH

CF2

CIRH

EBSH

EIRH

0

CBSH

CF1

EBSH

0

Flow 2: H Service Frames

mapped to EVCA (Active/Standby)

Flow 1: H Service Frames

mapped to EVCS (Standby/Active)

CIRr

 

Figure 48 –Bandwidth Profile Algorithm for the Envelope of H Bandwidth Profile Flows 

Similar parameter setting and token sharing apply to the Envelope of M Bandwidth Profile Flows 

and the Envelope of L Bandwidth Profile Flows. 

C.3 Bandwidth Profile Implementation 

This appendix addresses implementation considerations for a Bandwidth Profile. 
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C.3.1 Eliminating Bias Toward Short Service Frames 

In some circumstances the Bandwidth Profile algorithm specified in Section 12.1 can have a bias 

in favor of short Service Frames and against long Service Frames. The circumstance where this 

behavior arises is when the arriving traffic exceeds the specified rate (CIR and/or EIR) over a 

time interval significantly greater than can be accommodated by the specified burst tolerance 

(CBS and/or EBS). This behavior could be problematic for some applications. For instance, in an 

environment that typically handles a large number of simultaneous TCP connections, discarding 

long frames with a higher probability than short frames could conceivably create a situation 

where new connections are easily established but existing connections are unable to efficiently 

complete data transfers. In such environments it may be desirable to implement a modification of 

the Bandwidth Profile algorithm that eliminates the bias toward short Service Frames by making 

the color declaration of any Service Frame independent of the size of that frame. 

The bias toward short Service Frames occurs when the token bucket is near empty. For simplici-

ty, consider an example with a single token bucket (e.g. CBS > Maximum Service Frame Size 

and EBS = 0). When the number of tokens in the bucket is less than the maximum frame size, a 

short frame will be declared Green while a long frame will be declared Red. The arrival of a 

short frame will deplete the number of tokens in the bucket still further, which decreases the 

probability that a subsequent long frame would be declared Green. The arrival of several consec-

utive long frames may allow the bucket to refill sufficiently to declare an occasional long frame 

Green, but this depletes the bucket again which reinstates the condition for the short frame bias 

for subsequent frames. The behavior is self-reinforcing as long as the rate of arriving traffic ex-

ceeds the rate at which tokens are added to the bucket. 

A Bandwidth Profile algorithm implementation can eliminate the bias toward short frames by 

making the decision to declare an arriving frame Green, Yellow, or Red independent of the 

length of the frame. This requires two things. First, declare an arriving Service Frame Green if 

there are any tokens in the bucket, instead of comparing the length of the Service Frame to the 

number of tokens in the bucket. If the frame length is greater than the number of tokens in the 

bucket, then declaring the frame Green may result in the token count going negative by up to a 

maximum frame size (effectively borrowing future tokens). This has a side effect of increasing 

the effective burst size by up to a maximum frame size. Second, measure the time interval be-

tween frames from the first bit of the previous frame to the first bit of the current frame, as op-

posed to measuring from the last bit of the previous frame to the last bit of the current frame. 

Measuring last bit to last bit actually introduces a bias toward long frames because of the tokens 

added to the bucket between the first bit and the last bit of the current frame. 

Figure 49, Figure 50, and Figure 51 show simulation results of these variations on the Bandwidth 

Profile algorithm. The simulation is of an Ingress Bandwidth Profile on a 100Mbps UNI with 

CIR = 10Mbps, CBS = 1200B, and EIR = EBS = 0. The ingress traffic is a mix of 60% short (300 

byte) and 40% long (1200 byte) Service Frames arriving in a randomized sequence with mini-

mum inter-frame gap. 

Figure 49 is the unmodified Bandwidth Profile algorithm of Section 12.1. After the initial transi-

ent when the token bucket gets depleted, short frames are declared Green in a dramatically high-

er percentage than long frames. 
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Figure 49 – Service Frame Profiling Results for the Algorithm of Section 12.1 

Figure 50 shows the Bandwidth Profile algorithm modified to test for more than zero tokens in 

the bucket instead of more than the current frame length worth of tokens, but measures the time 

interval from the last bit of the previous frame to the last bit of the current frame. After the initial 

transient, the percentage of long frames declared Green is significantly higher than the percent-

age of long frames in the ingress traffic pattern. 

 

Figure 50 – Service Frame Profiling Results for Modified Algorithm (Time Measured Last 

Bit to Last Bit) 

Figure 51 shows the Bandwidth Profile algorithm modified to test for more than zero tokens in 

the bucket instead of more than the current frame length worth of tokens, and measures the time 

interval from the first bit of the previous frame to the first bit of the current frame. After the ini-

tial transient, the percentage of short and long frames declared Green is roughly equivalent to the 

percentage of short and long frames in the ingress traffic pattern. 

 

Figure 51 – Service Frame Profiling Results for Modified Algorithm (Time Measured First 

Bit to First Bit) 
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Table 31 shows the numbers of each type of Service Frame declared Green by the three algo-

rithms for the last 250 Service Frames in the simulation which corresponds to the behavior after 

the initial draining of the tokens. The first row is the offered traffic since all Service Frames not 

subject to an Ingress Bandwidth Profile are declared Green. The last two columns show the re-

sults as a percentage of the total number of Service Frames declared Green. 

 

 
Green Short 

Service Frames 

Green Long 

Service Frames 

Percent Green 

Short Service 

Frames 

Percent Green 

Long Service 

Frames 

No Bandwidth Profile 157 93 63% 37% 

Algorithm of Section 12.1 54 0 100% 0% 

Modified Algorithm (Time 

Measured Last Bit to Last 

Bit) 

4 13 24% 76% 

Modified Algorithm (Time 

Measured First Bit to First 

Bit) 

19 8 70% 30% 

Table 31 – Service Frame Profiling Results for the Last 250 Service Frames 


