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Notice 13 
 14 
The Broadband Forum is a non-profit corporation organized to create guidelines for broadband 15 
network system development and deployment.  This Broadband Forum Working Text is a draft, 16 
and has not been approved by members of the Forum.  Even if approved, this Broadband Forum 17 
Working Text is not binding on the Broadband Forum, any of its members, or any developer or 18 
service provider.  This Broadband Forum Working Text is subject to change.  This Broadband 19 
Forum Working Text is copyrighted by the Broadband Forum, and portions of this Broadband 20 
Forum Working Text may be copyrighted by Broadband Forum members. This Working Text is 21 
for use by Broadband Forum members only.  Advance written permission by the Broadband 22 
Forum is required for distribution of this Broadband Forum Working Text in its entirety or in 23 
portions outside the Broadband Forum. 24 
 25 
Recipients of this document are requested to submit, with their comments, notification of any 26 
relevant patent claims or other intellectual property rights of which they may be aware that might 27 
be infringed by any implementation of the Specification set forth in this document, and to provide 28 
supporting documentation.  29 
 30 
THIS SPECIFICATION IS BEING OFFERED WITHOUT ANY WARRANTY WHATSOEVER, 31 
AND IN PARTICULAR, ANY WARRANTY OF NONINFRINGEMENT IS EXPRESSLY 32 
DISCLAIMED. ANY USE OF THIS SPECIFICATION SHALL BE MADE ENTIRELY AT THE 33 
IMPLEMENTER'S OWN RISK, AND NEITHER the Forum, NOR ANY OF ITS MEMBERS OR 34 
SUBMITTERS, SHALL HAVE ANY LIABILITY WHATSOEVER TO ANY IMPLEMENTER 35 
OR THIRD PARTY FOR ANY DAMAGES OF ANY NATURE WHATSOEVER, DIRECTLY 36 
OR INDIRECTLY, ARISING FROM THE USE OF THIS SPECIFICATION. 37 
 38 
 39 
The text of this notice must be included in all copies of this Broadband Forum Working Text. 40 
 41 
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Executive Summary 99 
 100 
Network Operators face significant challenges in the operation of their access, aggregation and 101 
core networks. They need to cope with the steadily growing traffic from IP services and content-102 
centric applications and they are facing pressure to bring new services to market more quickly than 103 
they have been able to in the past. 104 
 105 
Networks worldwide are being transformed and optimized to cope with these challenges. Amongst 106 
the goals of this transformation are a reduction in the complexity of operations management and an 107 
improvement in the utilization of the network infrastructure. 108 
 109 
Optical networking is a key enabler for high capacity, scalable aggregation, metro and long haul 110 
networks.  Advances in optical technologies, e.g. the use of coherent optical technology, are 111 
allowing increases in the capacity and reach of the network. Technology advancements (at all 112 
levels of Data, Control and Management Plane) allow for better integration at the data plane and 113 
for better control and management integration.  114 
 115 
WT-319 [1] addresses the use of optical transport and IP network standards and RFCs for IP and 116 
optical integration, to allow multi-vendor interoperability, and enables packet network 117 
optimization using DWDM Interfaces. 118 
 119 
WT-319 Part-B specifies the Architecture and Requirements of the Physically Separated Model, 120 
the integration of packet and optical control and management planes of physically distinct packet 121 
and optical edge nodes for higher automation in a packet optical network. 122 
 123 
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1 Purpose and Scope 124 

1.1 Purpose 125 

Network Providers have identified the potential to better integrate their packet and DWDM/optical 126 
networks to address growing network capacity demands, increase efficiency and reduce OPEX. 127 
WT-319 Part-B specifically deals with packet and optical control plane integration.  128 
 129 
Integrated packet/optical networks and network node equipment are based on a variety of protocols 130 
and functionalities specifications (e.g., physical layer, data plane, control plane, management 131 
plane, etc.) from different SDOs. TR-319 [1] documents identify the set of specifications that are 132 
necessary for implementation of integrated packet optical networks and networking equipment.  133 
The objective of TR-319 [1]  is to foster the development of interoperable solutions from multiple 134 
vendors to be the benefit of consumers and suppliers of broadband services alike.  135 
 136 
A control plane allows easier operation of the network.  The control plane specified in this 137 
document is based on GMPLS [17].  GMPLS-based network control and user-network interfaces 138 
may be used to ease the operation of interconnected packet and DWDM network domains. 139 

1.2 Scope 140 

WT-319 Part-B defines the Architecture and Nodal Requirements for the Physically Separated 141 
Model, enabled by the interaction of Control and Management Planes, including: 142 
 143 

a. The Data plane as defined by IEEE specifications and ITU-T Recommendations. 144 
 145 

b. The Control plane protocols and their applicability aspects, as defined by IETF RFCs 146 
and associated existing and evolving GMPLS extensions.  Intra-optical network control 147 
plane aspects are not in scope. 148 

 149 
c. The Management plane and operational aspects including the use of SDN.   150 
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2 References and Terminology  151 

2.1 References 152 

The following references are of relevance to this Working Text. At the time of publication, the 153 
editions indicated were valid. All references are subject to revision; users of this Working Text are 154 
therefore encouraged to investigate the possibility of applying the most recent edition of the 155 
references listed below.  156 
 157 
A list of currently valid Broadband Forum Technical Reports is published at 158 
www.broadband-forum.org. 159 
 160 

Document Title Source Year 
[1] TR-319 Achieving Packet Network 

Optimization using DWDM 
Interfaces 

BBF 2015 

[2] IEEE 
802.3 

IEEE Standards for Ethernet IEEE 2012 

[3] IEEE 
802.3.1-
2013 

IEEE Standard for Management 
Information Base (MIB) Definitions 
for Ethernet 

IEEE 2013 

[4] ITU-T 
G.694.1 

Spectral grids for WDM applications: 
DWDM frequency grid 

ITU-T 2012 

[5] ITU-T 
G.694.2 

Spectral grids for WDM applications: 
CWDM wavelength grid   

ITU-T 2003 

[6] ITU-T 
G.709/Y.1
331 

Interfaces for the optical transport 
Network 

ITU-T 2012 

[7] ITU-T 
G.8013/ 
Y.1731 

OAM functions and mechanisms for 
Ethernet based networks 

ITU-T 2013 

[8] ITU-T 
G.805 

Generic functional architecture of 
transport networks 

ITU-T 2000 

[9] ITU-T 
959.1 

Optical transport network physical 
layer interfaces 

ITU-T 2012 

[10] ITU-T 
Suppl. 43 

Transport of IEEE 10GBASE-R in 
optical transport networks (OTN) 

ITU-T 2011 

[11] RFC 2205 Resource ReserVation Protocol 
(RSVP) 

IETF 1997 

[12] RFC 2578 Structure of Management IETF 1999 
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InformationVersion 2 (SMIv2) 

[13] RFC 3209 RSVP-TE: Extensions to RSVP for 
LSP Tunnels 

IETF 2001 

[14] RFC 3471 Generalized Multi-Protocol Label 
Switching (GMPLS) Signaling 
Functional Description 

IETF 2003 

[15] RFC 3473 Generalized Multi-Protocol Label 
Switching (GMPLS) Signaling  
Resource ReserVation Protocol-
Traffic Engineering (RSVP-TE) 
Extensions 

IETF 2003 

[16] RFC 3477 Signaling Unnumbered Links in 
Resource ReSerVation Protocol – 
Traffic Engineering (RSVP-TE 

IETF 2003 

[17] RFC 3945 Generalized Multi-Protocol Label 
Switching (GMPLS) Architecture 

IETF 2004 

[18] RFC 4201 Link Bundling in MPLS Traffic 
Engineering 

IETF 2005 

[19] RFC 4204 Link Management Protocol (LMP) IETF 2005 

[20] RFC 4206 Label Switched Paths (LSP) 
Hierarchy with Generalized Multi-
Protocol Label Switching (GMPLS) 
Traffic Engineering (TE) 

IETF 2005 

[21] RFC 4208 Generalized Multiprotocol Label 
Switching (GMPLS) User-Network 
Interface (UNI): Resource 
ReserVation Protocol-Traffic 
Engineering (RSVP-TE)  
Support for the Overlay Model 

IETF 2005 

[22] RFC 4872 RSVP-TE Extensions in Support of 
End-to-End Generalized Multi-
Protocol Label Switching (GMPLS) 
Recovery 

IETF 2007 

[23] RFC 4873 GMPLS Segment Recovery IETF 2007 

[24] RFC 4874 Exclude Routes – Extension to 
Resource ReserVation Protocol – 
Traffic Engineering (RSVP-TE) 

IETF 2007 

[25] RFC 5063 Extensions to GMPLS Resource 
Reservation Protocol (RSVP) 
Graceful Restart 

IETF 2007 
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[26] RFC 5440 Path Computation Element (PCE) 
Communication Protocol (PCEP) 

IETF 2009 

[27] RFC 5520 Preserving Topology Confidentiality 
in Inter-Domain Path Computation 
Using a Path-Key-Based Mechanism 

IETF 2009 

[28] RFC 5623 Framework for PCE-Based Inter-
Layer MPLS and GMPLS Traffic 
Engineering 

IETF 2009 

[29] RFC 5711 

 

Node Behavior upon Originating and 
Receiving Resource Reservation 
Protocol (RSVP) Path Error Messages 

IETF 2010 

[30] RFC 6002 Generalized MPLS (GMPLS) Data 
Channel Switching Capable (DCSC) 
and Channel Set Label Extensions 

IETF 2010 

[31] RFC 6004 Generalized MPLS (GMPLS) Support 
for Metro Ethernet Forum and G.8011 
Ethernet Service Switching 

IETF 2010 

[32] RFC 6020 YANG – A Data Modeling language 
for the Network Configuration 
Protocol (NETCONF) 

IETF 2010 

[33] RFC 6107 Procedures for Dynamically Signaled 
Hierarchical Label Switched Paths 

IETF 2011 

[34] RFC 6241 Network Configuration Protocol 
(NETCONF) 

IETF 2011 

[35] RFC 7139 GMPLS Signaling Extensions for 
Control of Evolving G.709 Optical 
Transport Networks 

 

IETF 2014 
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2.2 Definitions 161 

The following terminology is used throughout this Working Text. 162 
  
Colored 
Interface 

A device that modulates an ITU-T G.709 [6]  framed signal onto an individual 
channel of the ITU-T G.694.1 [4] DWDM spectral grid or the ITU-T G.694.2 
[5] CWDM frequency grid. Implicit in this definition is that the reverse process 
occurs on the same device. 

  
Domain Domain is an overloaded term in the communications industry. 

In this context of this document domain refers to: 
• A technology specific layer network – “the packet domain” or the 

“optical domain” 
• An ITU-T G.805 [8] administrative domain i.e. resources under the 

control of a single operator 
• Single vendor domain – a network or sub-network composed of 

equipment from one vendor 
  
DWDM 
Network 
Element 

Any device located in a DWDM transport network that is capable of 
multiplexing and demultiplexing wavelengths.  An example of this could be a 
ROADM, Wavelength Cross Connect, or passive multiplexer/demultiplexer. 

  
Packet Node A device that generates packets into the optical network, e.g. an IP router, an 

Ethernet switch, or a POTN switch. 
  

2.3 Abbreviations 163 

This Working Text uses the following abbreviations: 164 
 165 

CN Core Node 

DCSC Data Channel Switching Capability 

EMS Element Management System 

EN Edge Node 

EPL Ethernet Private Line 

ERO Explicit Route Object 

GMPLS Generalized Multiprotocol Label Switching 

LMP Link Management Protocol 

LSP Label Switched Path 

MEG Maintenance Entity Group 

NMS Network Management System 

OTN Optical Transport Network 
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OTU Optical Channel Transport Unit 

ROADM Reconfigurable Optical Add/Drop Multiplexer 

RSVP Resource Reservation Protocol 

RSVP-TE Resource Reservation Protocol – Traffic Engineering 

Rx 

SDN 

Receiver 

Software-Defined Networking 

SDO Standards Developing Organization 

SNMP Simple Network Management Protocol 

TE Traffic Engineering 

TR Technical Report 

Tx Transmitter 

UNI User to Network Interface 

WG Working Group 

WT Working Text 
 166 
 167 

  168 
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3 Reference Architecture  169 

3.1 Physically Separated Model Reference Architecture 170 

Figure 1 provides a reference for the Physically Separated DWDM Interface Architecture, 171 
representing an integrated full end to end solution. Note that this reference model is derived from 172 
the architecture outlined in Figure 1 of TR-319 Base “Achieving Packet Network Optimization 173 
using DWDM Interfaces – Base”, with the reference Da (not shown in Figure 1) physically located 174 
inside the DWDM Network Element. This is an integrated packet and DWDM network with the 175 
Colored Interface physically separated from the packet node. 176 
 177 
 178 
 179 
 180 
 181 
 182 
 183 
 184 
 185 
  186 

Figure 1: Physically Separated Model Architecture 187 
 188 
 189 
The interconnection between the packet node and the DWDM network element, i.e., the reference 190 
point Db (see Figure 2), can use underlying technology based on IEEE 802.3 Ethernet [2] or ITU -191 
T G.959.1 OTN [9]. Note in ether case, the data communication on the connection between the 192 
packet node and the DWDM network element is bi-directional. Note also that for Ethernet client 193 
interfaces, the ITU-T compliant optical signal and the G.709 frame used within the optical network 194 
are originated and terminated within the DWDM network elements. 195 
 196 
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Figure 2: Interface between Packet Node and DWDM Network Element 199 
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3.1.1 Db Reference with IEEE Ethernet 802.3 202 

The Ethernet connection between the packet node and the DWDM network element is a 203 
bidirectional channel. When the packet node is a transmitter, Ethernet frames from the packet node 204 
are sent to the DWDM network element. When the packet node is a receiver, Ethernet frames from 205 
the DWDM network element are sent to the packet node. Possible physical layers that may be used 206 
for transmission are the IEEE 802.3 [2] specifications for 10G, 40G and 100G rates. Figure 3 207 
shows an example view of the interface between packet node and DWDM network element. 208 
 209 

Packet Node
Tx

Rx Tx

Rx

Ethernet Frame

Colored

Interface

DWDM Network Element

Defined by IEEE 802.3 for 10G, 40G, 100G Rates

 210 
 211 

Figure 3: Ethernet Connection between Packet Node and DWDM Network Element 212 

3.1.2 Db Reference with ITU-T OTN Interfaces 213 

The OTN connection (Figure 4) between the packet node and DWDM network element is a bi-214 
directional channel at G.709 [6]  standard OTU2 and OTU4, and partially standardized G.Suppl.43 215 
[10] OTU2e. 216 

Packet Node
Tx

Rx Tx

Rx

OTN Frame

Colored
Interface

DWDM Network Element

Defined by ITU-T G.709 OTU2/OTU4 and G.sup43 OTU2e

 217 
 218 

Figure 4: OTN Connection between Packet Node and DWDM Network Element 219 
 220 
 221 
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4 Nodal Requirements for Physically Separated Packet Node and DWDM 222 
Network Element 223 

This section provides requirements only for the case when Ethernet is used as the interface 224 
between the packet node and the directly connected DWDM network element. Note that packet 225 
node and its directly connected DWDM network element can also be on OTN based interface, 226 
where the related requirements are under further study. 227 

4.1 Data Plane 228 

Ethernet is the most widely used data interface for packet node devices. At the same time, current 229 
OTN devices such as Transponders and Muxponders that act as the DWDM network elements 230 
support Ethernet as well. It is therefore natural to adopt Ethernet as the data path between packet 231 
node and DWDM network element.  232 
 233 
Ethernet standards are defined by IEEE and the Ethernet connection between the packet node and 234 
DWDM network element must be compliant with these standards. The following requirements are 235 
applied to the interface between packet node and DWDM network element. 236 
 237 
If 10GBase interface is supported between a packet node and a DWDM network element on a 238 
ROADM, the following requirements (1-3) apply: 239 
 240 

[R-1] The packet node and DWDM network element MUST be able to support 241 
10GBase-S using MMF fiber defined by IEEE 802.3 [2] with an operating range 242 
from 2 to 400 meters (refer to Table 52-6 of [2]). 243 

 244 
[R-2] The packet node and DWDM network element MUST be able to support 245 

10GBase-L using SMF fiber defined by IEEE 802.3 [2] with an operating range 246 
from 2 meters to 10 kilometers (refer to Table 52-11 of [2]). 247 

 248 
[R-3] The packet node and DWDM network element SHOULD be able to support 249 

10GBase-E using SMF fiber defined by IEEE 802.3 [2] with an operating range 250 
from 2 meters to 30-40 kilometers (refer to Table 52-15 of [2]). 251 

 252 
If 40GBase interface is supported between a packet node and a DWDM network element on a 253 
ROADM, the following requirements (4-6) apply: 254 
 255 

[R-4] The packet node and DWDM network element MUST be able to support 256 
40GBase-SR4 defined by IEEE 802.3 [2]  using MMF fiber with an operating 257 
range from 0.5 meter to 100-150 meters (refer to Table 86-2 of [2]). 258 

 259 
[R-5] The packet node and DWDM network element MUST be able to support 260 

40GBase-LR4 defined by IEEE 802.3 [2] using SMF fiber with an operating 261 
range from 2 meters to 10 kilometers (refer to Table 87-6 of [2]). 262 

 263 
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[R-6] The packet node and DWDM network element MUST be able to support 264 
40GBase-FR defined by IEEE 802.3 [2] using SMF fiber with an operating 265 
range from 2 meters to 2 kilometers (refer to Table 89-5 of [2]). 266 

 267 
If 100GBase interface is supported between a packet node and a DWDM network element the 268 
following requirements (7-9) apply: 269 
 270 

[R-7] The packet node and DWDM network element MUST be able to support 271 
100GBase-SR10 defined by IEEE 802.3 [2]  using MMF fiber with an operating 272 
range from 0.5 meter to 100-150 meters (refer to Table 86-2 of [2]). 273 

 274 
[R-8] The packet node and DWDM network element MUST be able to support 275 

100GBase-LR4 defined by IEEE 802.3 [2] using SMMF fiber with an operating 276 
range from 2 meters to 10 kilometers (refer to Table 88-6 of [2]). 277 

 278 
[R-9] The packet node and DWDM network element SHOULD be able to support 279 

100GBase-ER4 defined by IEEE 802.3 [2] using SMMF fiber with an operating 280 
range from 2 meters to 30-40 kilometers (refer to Table 86-6 of [2]). 281 

 282 
A packet node and its interconnected DWDM network element on a ROADM by an Ethernet link 283 
must be interoperable at the data plane according to the configuration. 284 
 285 

[R-10] The packet node and DWDM network element MUST be interoperable to each 286 
other at a given transmission rate per configuration, with the transmit/receive 287 
characteristics compliant with IEEE 802.3 [2], ensuring that interoperability be 288 
achieved on transmitter and receivers of equipments from different vendors. 289 

4.2 Control Plane 290 

As shown in Figure 1, packet nodes are inter-connected across the DWDM network. In this 291 
scenario, user data from one packet node is transported to another across the network on an end-to-292 
end data path. 293 
 294 
A GMPLS control plane can optionally be used to establish an end-to-end TE LSP between two 295 
packet nodes across the DWDM network. Such a GMPLS TE LSP consists of three segments: the 296 
first and third are between the packet nodes and the DWDM network elements to which they are 297 
directly connected, the second one is contained within an H-LSP (RFC4206 [20]) in the DWDM 298 
network. To establish a GMPLS TE LSP, the ingress packet node initiates a GMPLS RSVP 299 
session and there is a single end-to-end GMPLS RSVP session for each GMPLS TE LSP. Refer to 300 
Appendix 1 for more detail. 301 
 302 

[R-11] A packet node MUST be capable of initiating a GMPLS LSP using GMPLS 303 
RSVP-TE to a remote packet node through its directly connected DWDM 304 
network element according to RFC4208 [21]. 305 

 306 
A GMPLS LSP is associated with a set of traffic engineering characteristics, such as bandwidth, 307 
protection and restoration mechanism, etc. All these TE requirements are carried as GMPLS RSVP 308 
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traffic engineering parameters in the GMPLS RSVP messages initiated by the ingress packet node.  309 
 310 
In general, the optical network appears as a closed system to the packet node. In particular, while a 311 
packet node directly connects to a DWDM network element, the two may exchange routing 312 
information based on policy, and this is called an “overlay model”. However they must support 313 
signaling on their UNI (User-Network interface) using GMPLS RSVP-TE in order to manage the 314 
end-to-end LSP. In the context of GMPLS UNI (RFC4208 [21]), the packet node is an Edge Node 315 
(EN) in a packet overlay network, and its directly connected DWDM network element is a Core 316 
Node (CN) in the transport network. 317 
 318 
The signaling protocol referenced by RFC4208 on the GMPLS UNI is based on RSVP (RFC2205 319 
[11]) with traffic engineering extension (RFC3209 [13]), along with GMPLS functions extensions 320 
RFC3473 [15]).  321 
 322 

[R-12] The packet node and its directly connected DWDM network element MUST 323 
support GMPLS architecture according to RFC3945 [17]. 324 

 325 
[R-13] A packet node and its directly connected DWDM network element MUST 326 

support GMPLS UNI and RSVP-TE signaling protocol as per RFC4208 [21], 327 
where the packet node plays the role as an EN and the directly connected 328 
DWDM network element as a CN per RFC4208. 329 

 330 
[R-14] The packet node and its directly connected DWDM network element MUST 331 

support RSVP-TE per RFC3209 [13]. 332 
 333 

[R-15] The packet node and its directly connected DWDM network element MUST 334 
support GMPLS RSVP-TE as per RFC3473 [15]. 335 

 336 
RSVP-TE mechanisms can also be useful for session control. 337 
 338 

[R-16] The packet node and its directly connected DWDM network element SHOULD 339 
support RSVP refresh mechanism per RFC2205 [11]. 340 

 341 
[R-17] The packet node and its directly connected DWDM network element SHOULD 342 

support RSVP timer mechanism as per RFC2205 [11]. 343 
 344 
GMPLS RSVP-TE is a signaling protocol with a very rich set of features, where some of them are 345 
specifically useful in the overlay model interconnecting packet nodes across optical transport 346 
network. 347 
 348 

[R-18] A packet node and its directly connected DWDM node MUST support 349 
bidirectional LSP in compliance with RFC3473 [15]. 350 

 351 
[R-19] A packet node and its directly connected DWDM node MUST support loose 352 

routes in compliance with RFC3209 [13]. 353 
 354 



Achieving Packet Network Optimization using DWDM Interfaces - Physically Separated Model         
Revision 8 

December 2015 © The Broadband Forum. All rights reserved 18 of 28  

[R-20] A packet node and its directly connected DWDM node SHOULD support 355 
explicit route in compliance with RFC3209 [13] and RFC3473 [15]. 356 

 357 
[R-21] A packet node and its directly connected DWDM node SHOULD support 358 

exclude route in compliance with RFC4874 [24]. 359 
 360 
The GMPLS-RSVP TE session between a packet node and a DWDM network element may be 361 
over a single physical or logical link, or a bundled link that consists of multiple physical or logical 362 
links per RFC4201 [18]. 363 
 364 

[R-22] The GMPLS-controlled interface between a packet node and its directly 365 
connected DWDM node SHOULD support link bundling per RFC4201 [18]. 366 

 367 
The network industry has been in the transition to IPv6 due to the depletion of IPv4 addresses. 368 
RSVP and GMPLS protocols (e.g., RFC3209 [13]) support both IPv4 and IPv6 addressing. In 369 
order to operate GMPLS protocols using IPv6 addressing, both packet nodes and their directly 370 
connected DWDM network elements should support IPv6. 371 

 372 
[R-23] The packet node and its directly connected DWDM element SHOULD both be 373 

capable of supporting IPv6 addressing for GMPLS protocols. 374 
 375 

In accordance of RFC4208 [21], the ingress packet node and its directly connected DWDM 376 
network element must share the same address space, which is used in GMPLS signaling for the 377 
end-to-end GMPLS TE LSP between the ingress packet node and egress packet node. Similarly, 378 
the egress packet node and its directly connected DWDM network element must also share the 379 
same address space.   380 
 381 
Alternatively, the GMPLS-controlled interface between a packet node and its directly connected 382 
DWDM network element may be unnumbered. 383 

 384 
[R-24] The GMPLS-controlled interface between a packet node and its directly 385 

connected DWDM network element SHOULD support RSVP-TE signaling on 386 
an unnumbered link in compliance with RFC3477 [16]. 387 

 388 
Both the packet node and its directly connected DWDM network element should support RSVP 389 
restart feature for the integrity of control plane. 390 
 391 

[R-25] A packet node and its interconnected DWDM network element SHOULD 392 
support GMPLS RSVP-TE graceful restart procedure and mechanism in 393 
compliance with RFC5063 [25]. 394 

 395 
For network reliability, a packet node may have multiple connections to separate DWDM network 396 
elements in the same optical transport network, and this practice can be on the ingress packet node 397 
or/and the egress packet node. 398 
 399 
A GMPLS RSVP-TE Path message sent by a packet node may contain an empty ERO or an ERO 400 
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with loose hops. It requires the DWDM network to determine the loose segment. This can possibly 401 
be solved with the assistance of a PCE operating in stateless mode (refer to RFC4655).  402 
 403 
The ability of communicating with a PCE requires implementing the PCE communication Protocol 404 
(PCEP) on the packet node and the DWDM network element. 405 
 406 

[R-26] A packet node and its directly connected DWDM network element SHOULD 407 
support the PCE Communication Protocol (PCEP) in compliance of RFC5440 408 
[26]. 409 

 410 
The PCE maintains sufficient information, including nodes, links, topology, and traffic engineering 411 
parameters in the optical transport network belonging to the operator. While a PCE requires the 412 
information for path computation to serve a Path Computation Client (PCC)’s request, security and 413 
confidentiality must not be compromised. RFC5520 [27]   defines a path-key based mechanism to 414 
preserve the confidentiality of the transport network. 415 
 416 

[R-27] If PCE is used for the establishment of GMPLS LSP, the packet node and its 417 
directly connected DWDM network element SHOULD implement the path-key 418 
based mechanism in compliance of RFC5520 [27] in order to preserve 419 
confidentiality of the optical transport network. 420 

 421 
Since data path from ingress packet node to the egress packet node traverse the optical network 422 
core involving separate layers in data plane, information as how to use PCE to perform inter-layer 423 
traffic engineering in RFC5623 [28] may be useful. 424 
 425 
The use of stateful PCE, e.g. in conjunction with SDN, is for further study. 426 

4.2.1 DCSC Service using GMPLS 427 

RFC3471 [14] describes extensions to Multi-Protocol Label Switching (MPLS) signaling required 428 
to support Generalized MPLS. For interoperability purpose, DCSC service per RFC6002 [30] 429 
using GMPLS is recommended as the default. The following sections specify some important 430 
GMPLS encoding and related handling. 431 

4.2.1.1 Generalized Label Request 432 

The Generalized Label Request supports communication of characteristics required to support the 433 
LSP being requested. These characteristics include: LSP Encoding Type, switching Type and 434 
Generalized Protocol Identifier.  For details of DCSC label request, refer to Section 3 of RFC6002 435 
[30]. 436 
 437 
 438 

[R-28] The packet node and its directly connected DWDM network element MUST 439 
support the format of generalized label specified in Section 3 of RFC6002. 440 
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4.2.1.1.1 LSP Encoding Type 441 

The implementation must support the LSP Encoding Type as follows:  442 
• Value 2 – Ethernet per RFC3471 [14]. 443 

4.2.1.1.2 Switching Type 444 

The implementation must support the Switching type as follows: 445 
• Value 125 – Data Channel Switching Capable (DCSC) per RFC6002 [30]. 446 

4.2.1.1.3 Generalized PID (G-PID) 447 

The implementation must support the G-PID encoding as follows:  448 
• Value 33 – Ethernet PHY per RFC3471 [14]. 449 

 450 

4.2.1.2 Control Channel for DCSC Service 451 

See Section 4.2.2 for the requirement. In addition to Section 4.2.2, the control channel must be 452 
physically separated from the data channel, in this encoding.  453 

4.2.2 Control Channel 454 

In GMPLS, a control channel is separated from the data channel. Section 7.18 of RFC3945 [17] 455 
specifies control channel separation. 456 
 457 

[R-29] When GMPLS is supported, the packet node and directly connected DWDM 458 
network element MUST support separate control channel as specified in Section 459 
7.18 of RFC3945 [17]. 460 

4.2.3 GMPLS LSP Protection and Recovery 461 

The GMPLS control plane contains mechanisms for LSP protection and restoration. The packet 462 
node initiates the end-to-end GMPLS RSVP TE session which creates the LSP and hence is 463 
capable of signaling the LSP protection or restoration mechanism; e.g., it can include an RSVP 464 
Protection object (RFC3473 [15]) and Restart Cap Object (RFC3473) in the RSVP Path message. 465 
The directly connected DWDM network element is capable of signaling the packet node for failure 466 
from the DWDM network; e.g., it can send a RSVP PathErr message to the packet node. A packet 467 
node, on reception of the failure signal, can decide if, when and how it will recover the GMPLS 468 
LSP. 469 

GMPLS RSVP TE message exchange between a packet node and its directly connected DWDM 470 
node enables the GMPLS LSP protection and recovery. 471 

 472 
[R-30] The packet node MUST be able to initiate GMPLS LSP protection compliant to 473 

RFC4872 [22]. 474 
 475 
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[R-31] The packet node MUST be able to initiate GMPLS LSP end-to-end restoration 476 
("dynamic re-routing") compliant to RFC4872 [22]. 477 

 478 
[R-32] The packet node and its directly connected DWDM network element MUST 479 

support advanced RSVP-TE PathErr as per RFC5711 [29]. 480 
 481 
[R-33]  The packet node and its directly connected DWDM network element SHOULD 482 

support LMP fault notification as per RFC4204 [19]. 483 

4.3 Management Plane & OAM 484 

4.3.1 Management Plane 485 
A packet network and its directly connected DWDM network often belong to separate network 486 
operators, and even within a single operator the two networks are usually managed by separate 487 
management stations. When a packet node directly connects to a DWDM network element, to 488 
ensure the interoperation between the two in both control plane and data plane, coordination 489 
between the two separate management systems is required. The coordination between the two 490 
management systems may involve agreement, policy, security, etc. 491 
 492 
The SDN technology enables an integrated management system. As illustrated in Section 6 of TR-493 
319 Base, SDN can be used for the configuration and management of packet nodes and their 494 
directly connected DWDM network elements to achieve an integrated management system for 495 
both networks. Additional SDN control details are for further study. 496 
 497 
4.3.1.1 General 498 
 499 

[R-34] The Management Plane MUST support functionality needed to provision, 500 
operate and maintain the Ethernet interfaces and Ethernet interface parameters 501 
regardless of the presence of a Control Plane. 502 

 503 
[R-35] The equipment MUST be accessible from the Management Plane WITHOUT 504 

relying on a vendor-specific NMS, through standardized management models, 505 
protocols and interfaces. 506 

 507 
[R-36] The Management Plane MUST support parameter mismatch detection and 508 

parameter mismatch reporting. 509 
 510 
4.3.1.2 Management Plane Information Models and Data Models 511 
 512 
The Management Plane MUST support at least one of the following management protocols: 513 
 514 

[R-37] Simple Network Management Protocol (SNMP) to manage and monitor 515 
network elements along with Structure of Management Information Version 2 516 
(SMIv2) (RFC2578 [12]). 517 

 518 
[R-38] Network Configuration Protocol (NETCONF) (RFC6241 [34]) mechanisms to 519 
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install, manipulate, and delete the configuration of Packet Node and 520 
DWDM/optical network devices. YANG (RFC6020 [32]) is used as data 521 
modeling language for model definitions as needed. 522 

 523 
IEEE defines Management Information Base (MIB) Module Definitions for Ethernet (IEEE Std. 524 
802.3.1 – 2013 [3]). 525 
 526 

[R-39] If SNMP is supported, the Management Plane MUST support Ethernet MIB 527 
(IEEE Std. 802.3.1 – 2013[3]). 528 

 529 
IEEE is currently working on YANG data model for managing Ethernet parameters. 530 
 531 

[R-40] If NETCONF is supported, the Management Plane MUST support YANG 532 
(RFC6020 [32]). 533 

 534 
4.3.2 Ethernet Performance Management and Fault Monitoring  535 
 536 

The Ethernet OAM provides fault management and performance monitoring tools for Ethernet 537 
links (packet node to directly connected DWDM network element) and end-to-end Ethernet 538 
connection (packet node to packet node).  The MEG level identifies the termination points. 539 

 540 
[R-41] The packet node and its directly connected DWDM network element MUST 541 

support sending and receiving OAM frames as per Recommendation ITU-T 542 
G.8013/Y.1731 [7]. 543 

 544 
[R-42] The packet node and its directly connected DWDM network element MUST 545 

support performance monitoring at Ethernet interfaces, according to Section 8 546 
“OAM functions for performance monitoring” of ITU-T G.8013/Y.1731 [7]. 547 
The performance monitoring parameters MUST be supported are as follows: 548 

 549 
• Frame loss ratio 550 
• Frame delay 551 
• Frame delay variation 552 
• Throughput 553 

 554 
[R-43] The packet node and its directly connected DWDM network element MUST 555 

support the following performance measurements on their Ethernet interfaces 556 
according to Section 8 of ITU-T G.8013/Y.1731 [7]: 557 

 558 
• Frame loss measurement per Section 8.1 of [7]. 559 
• Frame delay measurement per Section 8.2 of [7]. 560 
• Frame delay throughput measurement per Section 8.3 of [7]. 561 

 562 
 563 
 564 
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[R-44] The packet node and its directly connected DWDM network element MUST 565 
support fault management according to Section 7 “OAM functions for fault 566 
management” of ITU-T G.8013/Y.1731 [7]. The following fault management 567 
functions MUST be supported: 568 

 569 
• Ethernet continuity check per Section 7.1 of [7]. 570 
• Ethernet loopback per Section7.2 of [7]. 571 
• Ethernet link trace per Section 7.3 of [7]. 572 
• Ethernet alarm indication signal per Section 7.4 of [7]. 573 
• Ethernet remote defect indication per Section 7.5 of [7]. 574 
• Ethernet locked signal per Section 7.6 of [7]. 575 
• Ethernet test signal per Section 7.7 of [7]. 576 

 577 
When Ethernet is used as data path between packet node and its directly connected DWDM 578 
network element, both the packet node and the DWDM network element must monitor and react to 579 
link fault signaling as specified by IEEE 802.3 [2].  580 
 581 
The behaviors of link fault signaling for 10G Ethernet and 40G/100G Ethernet are documented in 582 
Section 46.3.4 and Section 81.3.4, respectively, of IEEE 802.3 [2]. Note that the behaviors are the 583 
same except that the length of sequence ordered sets is different1. 584 
 585 
Link fault signaling operates at the Reconciliation Sublayer (RS), which is a part of the Link Layer 586 
and performs signaling mapping between Media Access Control (MAC) and Physical Layer. Local 587 
Fault (LF) indicates a fault detected on the receive data path between the remote RS and the local 588 
RS. Remote Fault (RF) indicates a fault on the transmit path between the local RS and the remote 589 
RS. When a packet node or DWDM network element receives LF or RF on its Ethernet interface, 590 
it stops sending MAC data. 591 
 592 
If 10GBase Ethernet is supported between a packet node and a DWDM network element, the 593 
following requirement applies: 594 
 595 

[R-45] The packet node and its directly connected DWDM network element on 10G 596 
Ethernet SHOULD be able to receive and generate link fault signaling 597 
according to IEEE 802.3 [2] (refer to Section 46.3.4 and Table 46-5). 598 

 599 
If 40G/100G Ethernet is supported between a packet node and a DWDM network element, the 600 
following requirement applies: 601 
 602 

[R-46] The packet node and its directly connected DWDM network element on 603 
40G/100G Ethernet SHOULD be able to receive and generate link fault 604 
signaling according to IEEE 802.3 [2] (refer to Section 81.3.4 and Table 81-5). 605 

 606 
In the architecture considered in this part of WT-319, the packet node and Colored Interface are 607 

                                                 
1  10GE, the length of sequence ordered_sets is 4-byte, and for 40/100GE, the length of sequence ordered_sets is 8-
byte. Refer to IEEE Ethernet Standards for details. 
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physically separated, however, isolated packet networks are interconnected by the DWDM 608 
network and as such, the whole constitutes an integrated network. End-to-end LSPs from one 609 
packet network to another across the DWDM network requires protection from link faults. A link 610 
fault that occurs on an Ethernet that connects a packet node with a DWDM network element would 611 
be processed locally with action; and at the same time, it is desirable to pass the link fault signal to 612 
the remote packet node for coordination.     613 
 614 
ITU-T G.709/Y.1331 [6] defines mechanisms that replace Ethernet local fault and remote fault 615 
sequence ordered set by a stream of 66B blocks, which are then mapped into OPUk. An ingress 616 
DWDM network element (which directly connects to a local packet node) is required to convert an 617 
Ethernet link fault signal received on the Ethernet interface to stream of 66B blocks, and an egress 618 
DWDM network element (which directly connects to a remote packet node) is required to retrieve 619 
from the stream of 66B blocks the fault signal and send Ethernet link fault signal to the remote 620 
packet node. 621 
 622 

[R-47] The DWDM network element that directly connected to a packet node on 623 
10G/40G/100G Ethernet SHOULD be able to replace Ethernet link fault signal 624 
received by stream of 66B blocks and vice versa, according to G.709/Y.1331 625 
(refer to Section 17.2, 17.7.4 and 17.7.5 of [6]). 626 

 627 
The Ethernet fault signals may be used by control plane or/and management plane with actions 628 
in order to protect the integrity of data plane’s operation, and the details are out of the scope of 629 
this document. 630 
 631 

4.4 Provisioning Data Path Connection across DWDM Network 632 
The ultimate goal of an inter-connected packet and DWDM network is to create data path 633 
connections between packet nodes across the optical network. 634 
 635 
To establish an end-to-end data path connection between two packet nodes across an optical 636 
network, provisioning is required on the two packet nodes and their directly connected DWDM 637 
element at the local site and remote site, respectively.  638 
 639 
There are various methods for configuring data path on packet nodes and their directly connected 640 
DWDM network elements, where some are based on existing standards and deployment practice, 641 
and others are based on emerging new technologies. These methods include the following: 642 
 643 

• Command Line Interface or CLI. 644 
 645 

CLI can be used to perform configuration at packet nodes and their directly connected 646 
DWDM elements. 647 

 648 
• Network management system using SNMP (RFC2578 [12]) 649 

 650 
NMS/EMS can perform configuration on packet nodes and DWDM nodes using 651 
SNMP. 652 

 653 
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• NETCONF ([34])/YANG (RFC6020 [32]) 654 
 655 

NETCONF/YANG can perform configuration on packet nodes and DWDM nodes. 656 
 657 

• GMPLS UNI (RFC4208 [21]) 658 
 659 

A GMPLS UNI can be deployed between packet nodes and their directly connected 660 
DWDM element to automatically set up end-to-end data path connection between 661 
packet nodes. 662 

 663 
• SDN 664 

 665 
SDN controllers can be deployed along with standards based protocols (e.g., 666 
OpenFlow and PCEP (RFC5440 [26]) to provision packet nodes and DWDM nodes. 667 

 668 
Due to differences in deployment and technology evolvement and also in operational preferences, 669 
one or a combination of more than one of the above may be used in an implementation. In any 670 
case, coordination is required on network equipments using one or more provisioning methods. 671 
 672 
In addition to the packet nodes and their directly connected DWDM network elements, 673 
provisioning is also required in the DWDM network, where the detail is out of scope of WT-319 674 
Part-B. 675 
 676 
4.5 SDN and Interface to SDN Controller 677 
SDN controllers may optionally be deployed when interconnecting packet network and DWDM 678 
network to perform the following tasks: 679 
 680 

1) Provision end-to-end data path between two packet nodes across a DWDM network 681 
(refer to Section 4.4). 682 

 683 
2) Support integrated management system (refer to Section 4.3.1).  684 

 685 
In either case, packets nodes and their directly connected DWDM network elements need to 686 
implement standards based north-bound interfaces to SDN controllers. 687 
  688 

[R-48] Packet nodes and their directly connected DWDM network elements SHOULD 689 
support standards-based interface to SDN controllers. 690 

 691 
 692 
 693 
 694 
 695 
 696 
 697 
 698 
 699 
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Appendix 1 GMPLS UNI Signaling Model 700 

Figure 5 illustrates a GMPLS-RSVP signaling example using a two-step procedure as described in 701 
RFC4208 [21]. There is a single end-to-end RSVP session between two packet nodes EN1 and 702 
EN2 across the DWDM network. The end-to-end RSVP session consists of three hops: 703 
 704 

• The first hop is the GMPLS UNI between packet node EN1 and its directly connected 705 
DWDM network element CN1. 706 

 707 
• The last hop is the GMPLS UNI between packet node EN2 and its directly connected 708 

DWDM network element CN4.  709 
 710 
• The middle hop is carried by and within a H-LSP (RFC4206 [20]) between ingress and 711 

egress DWDM network elements CN1 and CN4, and it falls in the DWDM network. 712 
There are different ways to make the H-LSP between CN1 and CN4 in the DWDM 713 
network, including via management plane, using GMPLS signaling (RFC6107 [33]), 714 
etc.; specifying a particular means is beyond the scope of this document. 715 

 716 
 717 
 718 
 719 
 720 
 721 
 722 
 723 
 724 
 725 
 726 
 727 
                          Figure 5 GMPLS UNI Signaling Model 728 

 729 

Appendix 2 GMPLS RSVP TE Encoding Examples 730 

The following are some encoding examples when a packet node sends a GMPLS RSVP TE Path 731 
message to the directly connected DWDM network element on an Ethernet interface. 732 
  733 
A.2.1 Label Request 734 
In the GMPLS RSVP-TE Label Object, it is required to specify the following parameters (Refer to 735 
RFC3471 [14]): 736 
 737 

• LSP Encoding 738 
• Switching Type 739 
• G-PID 740 

 741 
Depending on the services and underlying data plane, there are different combinations of the 742 
above. For the use case described in this document, the default encoding for GMPLS RSVP-TE 743 
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Path message sent by a packet node to its directly connected DWDM network element is described 744 
in Section 4.2.1. Other encoding may also be used such as the following examples: 745 
 746 

• Ethernet (on link between packet node and DWDM node) – end-to-end LSP: 747 
o LSP Encoding: G.709 Optical Channel (13)  748 
o Switching Type: DCSC (125) 749 
o G-PID: Ethernet (33) 750 

 751 
See Section 4.2.2 for the requirement. In addition to Section 4.2.2, the control channel must 752 
be physically separated from the data channel with this encoding.  753 

 754 
• Ethernet (on link between packet node and DWDM node) – EVPL service (Refer to 755 

RFC6004 [31]): 756 
o LSP Encoding: Ethernet (2) 757 
o Switching Type: EVPL (30) 758 
o G-PID: Ethernet (33) 759 

 760 
See Section 4.2.2 for the requirement. In addition to Section 4.2.2, the control channel must 761 
be physically separated from the data channel with this encoding. Optionally, the control 762 
channel may be carried logically separated from data channel via separate VLAN per 763 
RFC6004 [31]. 764 

 765 
• OTN (on link between packet node and DWDM node) – end-to-end LSP (Refer to 766 

RFC7139 [35]): 767 
o LSP Encoding: G.709 ODUk (12) 768 
o Switching Type: OTN-TDM (110) 769 
o G-PID: 770 

� G.709 ODU-2.5G (47) 771 
� G.709 ODU-1.25G (66) 772 
� G.709 ODU-any (67) 773 

 774 
See Section 4.2.2 for the requirement. In addition to Section 4.2.2, the control channel must 775 
be physically separated from the data channel with this encoding.  776 

 777 
A.2.2 Bandwidth Encoding 778 
Bandwidth encodings are carried in SENDER_TSPEC object and FLOWSPEC object (RFC2205 779 
[11]), and are represented as 32-bit numbers in IEEE floating point format with granularity of 780 
bytes per second. 781 
 782 
Refer to Section 3.1.2 of RFC3471 [14] for details. 783 
 784 
A.2.3 Generalized Label 785 
The DWDM network element that receives a GMPLS RSVP Path message may return a Resv 786 
message to the directly connected packet node, which contains a Generalized label Object (Section 787 
2.3 of RFC3473 [15]), where the Generalized Label represents a generic MPLS label.  Refer to 788 
Section 3.2 of RFC3471 [14] for details. 789 
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 790 
Alternatively, a packet label (Section 4.1 of RFC3209 [13]) may be used within the Resv message 791 
sent by the DWDM network element back to the packet node. Refer to Section 2.3.1 of RFC3473 792 
[15]. 793 
 794 
A.2.4 Upstream Label 795 
Bidirectional LSP requests must include an Upstream Label in the GMPLS RSVP Path message. 796 
An Upstream Label object has the same format as the generalized label. Refer to Section 3 of 797 
RFC3473 [15]. 798 
 799 
A.2.5 Session Object 800 
For IPv4 network, the Session Object is LSP_TUNNEL_IPv4 Session Object, and its encoding is 801 
as follows (Section 4.6.1 of RFC3209 [13]):  802 
 803 

• IPv4 tunnel end point address – the IPv4 address of the remote packet node. 804 
• Extended tunnel ID – all zeros or an IPv4 address of the local packet node. 805 
• Tunnel ID – assigned by the local packet node uniquely for the LSP. 806 

 807 
For IPv6 network, the Session Object is LSP_TUNNEL_IPv6 Session Object, and its encoding is 808 
as follows (Section 4.6.1.2 of RFC3209 [13]):  809 
 810 

• IPv6 tunnel end point address – the IPv6 address of the remote packet node. 811 
• Extended tunnel ID – all zeros or an IPv6 address of the local packet node. 812 
• Tunnel ID – assigned by the local packet node uniquely for the LSP. 813 
 814 

A.2.6 Session Template Object 815 
For IPv4 network, the Session Template Object is LSP_TUNNEL_IPv4 Sender Template Object, 816 
and its encoding is as follows (Section 4.6.2.1 of RFC3209 [13]):  817 
 818 

• IPv4 tunnel sender address – the IPv4 address of the local packet node. 819 
• LSP ID – a 16-bit identifier assigned by the local packet node. 820 

 821 
For IPv6 network, the Session Template Object is LSP_TUNNEL_IPv6 Sender Template Object, 822 
and its encoding is as follows (Section 4.6.2.2 of RFC3209 [13]):  823 
 824 

• IPv6 tunnel sender address – the IPv6 address of the local packet node. 825 
• LSP ID – a 16-bit identifier assigned by the local packet node. 826 

 827 
 828 

 829 
 830 

End of Broadband Forum Working Text WT-319 Part-B 831 
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