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This publication, intended for VM/370 system
programmers, contains:

® Detailed descriptions of procedures, commands,
and utility programs useful in debugging as
well as guidelines for reading dumps.

e A description of CP and how it works and
details of how to modify or better utilize CP.

o A description of CMS and how it works, as well
as details of some special features of CMS.

¢ A description of the Remote Spooling
Communications Subsytem (RSCS).
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Facility/370: System Llogic and Froblem Determination Guide Volume 1,
SY20-0886. -

Technical changes and additions to text and illustrations are indicated
by a vertical bar to the left of the change.

Changes are periodically made to the information contained herein;
before using this publication in connection with the operation of IBM
systems, consult the IBM System/370 Bibliography, Order No. GC20-0001,
for the editions that are applicaitle and current.

It is possible that this material may contain reference to, or
in formation about, IBM products (machines and programs), programming, or
services which are not announced in your country. Such references or
information must not be construed to mean that IBM intends to announce
such IBM products, programming, or services in yocur country.

Publications are not stocked at the address given below; requests for
copies of IBM publications should be made to your IBM representative or
to the IBM branch office serving your locality.

A form for readers' <ccmments is provided at the back of this
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IBM Programming Publications, Dept. G660, P.O. Box 6, Endicott, New York,
U.S.A. 1376C. IEM may use or distribute any of the information you
supply in any way it ‘telieves appropriate without incurring any
obligation whatever. You may, of course, continue to use the
information you supply.

@ Copyright International PBusiness Machines Ccrporation 1972, 19732,
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publication describes how +to debug

and how to modify, extend, or
implement Control Program (CP) and
Conversational Monitor Systen (CHMs)
functions. This information is intended
for system programmers, system analysts,
and programming personnel.

This
VM/370

This publication consists
and three appendixes.

of four parts

"part 1. Debugging with VH/370n
discusses the CP and CMS delugging tools
and procedures to follow when debugging.

is logically divided into three
The first section, "Introduction
how to identify a

This part
sections.
to Debugging", tells you

problem and 1lists guidelines to <follow to
find the cause. The second section,
“"Debugging with CPY, descrites the CP

debugging commands and utilities, debugging
CP in a virtual machine, the intermal trace
table and restrictions. A detailed

description of CP dump reading is also
included. The third section, “Debugging
with CMS", describes +the CMS debugging
commands and utilities, load maps, and
restrictions and tells you what fields to

examine when reading a CMS dump.

"part 2. Control Program (CP)" contains
an introductory and functional description
of CP as well as guidance in implementing
some CP features.

part 3. Conversational Monitor Systenm
(Cus) v contains an introductory and
functional description of CMS including how
CMS handles interrupts and SVC calls,
structures its nucleus and its storage, and
manages free storaqge. Information on
saving the CMS system and implementing the
Batch Facility is also included.

“part 4. Remote
Subsystem (RSCS) "

Spooling Communications
descrites the functions
and uses of the component of VM/370 that
handles the transmission of files between
VM/370 users and remote programmable and
nonprogrammable stations.

"pAppendix A: System/370 Information"
describes the System/370 extended PSW and
extended control register usage.

MULTI-LEAVING" provides
of MCUITI-LEAVINGY, a

"Appendix B:
detailed description

V]

1 Trademark of IBM

Preface

computer-to-computer communications
technigque developed for use by the HASP
system and used by the RSCS component of
vH/ 370.

"Appendix C: VM Monitor Tape Format and
Contents" describes the format and contents
of data records for classes and codes of
MONITOR CALL.

The following terms in this publication
refer to the indicated support devices:

e #2305% vrefers to IBM
Storage, Models 1 and 2.

2305 Fixed Head

s "3262" refers to the IBM
Models 1 and 11.

3262 Printer,

e "3270% refers to a series of display
devices, namely, the IBM 3275, 3276
(referred to as a Controller Display
Station), 3271, and 3278 Display
Stations. A specific device type is
used only when a distinction is required
between device types.

Information about display terminal usage
also applies to the IBM 3138, 3148, and
3158 Display Consoles when wused in
display mode, unless otherwise noted.
Any information pertaining +to the 1IBM
3284 or 3286 Printer also pertains to
the IBM 3287, 3288, and 3289 printers,
unless othervise noted.

e u3330" refers to the IBM 3330 Disk
Storage, Models 1, 2, or 11; the 1IBHM
3333 Dpisk Storage and Control, Models 1
or 11; and the 3350 Direct Access
Storage operating in 3330/3333 Model 1
cr 3330/3333 Model 11 compatibility
mode.

e ®"3340" refers to the IBM 3340 Disk
Storage, Models A2, B1, and B2, and the
3344 Dpirect Access Storage Model B2.

e ©3350" refers to +the IBM 3350 Direct
Access Storage Models A2 and B2 in
native mode.

e n370X" refers to IBM 3704 and 3705

Communications Controllers.

e "3705" refers to the 3705 I and the 3705
II unless otherwise noted. T

e "2741n refers to the 1IBM 2741 and the
IBM 3767, unless otherwise specified.

Preface 1iii
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An expanded glossary is availakle in the
IBM virtual Machine Facilitys/370: Glossary
and Master Index, GC20-181:.

Knowledge of Assembler
experience with programming
techniques are
publication.

Ianguage and
concepts and
prerequisite to using this

References to a progran
standalone dump occur in
this publication.
BPS Storage
360P-UT-056.

that produces a
several places in
One such program is the
Print program, Program No.

Information on the new IBM 3262 Printer,
Models 1 and 11, is for rlanning purposes
only until the availability of the product.

PREREQUISITE PUBLICATIONS

IBM System/360 Principles of Cperation,
GA22-6821.
IBM System/370 Principles of (Cperation,
GA22-7000.

IBM OS/VS and VM/370 Assemller Programmer's
Guide, GC33-4021.

IBM 0S/VS, LOS/Vs, and VM/370 Assembler
language, GC33-4010.
IBM Virtual Machine Facilitly/370: Operating

Systems in a Virtual Machine, GC20-1821.

COREQUISITE PUBLICATIONS

Knowledge of the commands and system
functions of cCpP, CMs, and RSCS is
corequisite.

IBM Virtual Machine Facility/370:

Planning and System Ceneration Guide,

GC20-1801

CP Command Reference fcr Gemeral Users,

GC20-1820

cus Commnand and Macro Eeference,

GC20-1818
CHMS User's Guide, GC20-1819.

Operator's Guide, GC20-180¢

Terminal User's Guide, GC20-1810
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OLTSEP and Error Recording Guide,
GC20-1809.

This publication contains a
description of CPEREP. CPEREP is a CMS

command that invokes 0S/VS EREP operands
to produce statistical reports from
error recording data of hardware and
software errors.

0S/VS Environmental Recording Editin
and Printing (EREP) Program, GC28-0772

This publication contains a detailed
description of the CPEREP operands, and
is required in order to make use of
CPEREP.

Remote Spooling Communications Subsystenm
(RSCS) User's Guide, GC20-1816

LCata Areas and Control Blocks Logic,
SY20- 0884
System Logic and Problem Determination,
SBOF-3802
Yolune 1 Control Program (cp) .,
SY20-0886
Volume 2 Conversational Monitor
System (CMS), SY20-0887
Volume 3 Remote Spooling
Communication Systen (RSCS) »
SY20-0888
If the 1IBM 3767 Communication Terminal
is used by the system programmer as a
virtual machine coansole, the IBM 3767
Operator's Guide, GA18-2000 is also a
corequisite publication.
If the IBM 3850 Mass Storage System is

attached to the VM/370 systen, the
following are corequisite publications:

IBM 3850 Mass Storage Systenm (MSS)
Introduction and Preinstallation Planning,
GA32-0038.

0S/VS Message Library: Mass Storage Systenm
(MSS) Messages, GC38-1000.

IBM 3850 Mass Storage System {MSS)
Principles of Operation: Theory, GA32-0035.
IBM 3850 Mass Storage System (MSS)
Principles of Operation: Reference,
GA32-0036.

0S/Vs Mass Storage System (MSS) Services:

General Information, GC35-0016.

0S/VS Mass Storage System (MSS) Services:
Reference Information, GC35-0017.
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Operator's Library: IBM 3850 Mass Storage
System (MSS) Under 0S/VS, GC35-0014.

Note: References in text to titles of

Luxequls“e VYM/370 publications are given

in abbreviated form.

SUPPLEMENTAL PUBLICATIONS

QS/VS Data Management Macro Instructions,

GC26-3793.

0S/¥S Supervisor Service and Macro:

Instructions, GC27-6979.

IBM 2821 cControl Unit Component Description
A24-3312.

IBM 3211 pPrinmter, 3216 Interchangeable

Train Cartridge, and 3811 Printer Control

Unit Component Description and Operator's
Guide, GA24-3543.

IBM 3262 Printers 1 and 11

IBM 0OS/VS

Componen t

Description, GA24-3733.

Linkage Editor

GC26-3813.

Introduction to the IBM 3704 and 3705
Communications Controllers, GA27-3051.

IBM 3704 and 3705 Communications
Controllers Operator's Gu guide, GA27--3055.

IBM Virtual Machine Facility/370:
Performance/Monitor Analysis Program,
SB21-2101.

Preface v
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Summary of Amendments
for 6C20-1807-7
VM /370 Release 6 PLC 4

3031AP EXTENDED CONTROL PROGRAM SUPPORT

New: Proaram Feature
The 3031 and 3031AP now provide Extended

Control Program Support for specific
instructions and VM/370 functions.

C® DTMP SERVICES FOR VIRTUAL MACHINES

P4

New: Program Feature

4 new command, VMDUMP, dumps virtual
storage to a specified reader spool
file. The dump 1is in a format that is

acceptable as input to the
VM/Interactive ©vProblem Control Systen
Extensions program product.

Installations that have not installed
this program product may process the
dump with a user-written program.

xvi IB¥ VM/370 System Programmer’s Guide
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summary of Amendments
for 6C20-1807-7
VM/370 Release 6 PIC 1

3800 PRINTING SUBSYSTEM . Also, the topic "Accounting Records", in
part 2, has been updated to include new
record types used by this facility.

New: Program Feature

VM/370 now supports the 3800 printing SUPPRESSING PASSWORDS ENTERED ON THE

subsystem as a dedicated device or as a COMMAND-LINE

real spooling device. A new diagnose

code (X'74') allows an installation to

save or to load a 3800 named systenmn. New: Program Feature

This support is described in Part 2.
Installations may optionally request
that VM/370 reject LOGON or LINK
SPECI AL MESSAGE FACILITY commands when the password is entered on
' the same ine as the command. This
support is described in Part 2.
New: Program Feature

The special message facility allows one MONITORING FACILITIES

virtual machine to send messages to

another virtual machine by issuing a new

command, SMSG. The special message New: Program Feature

facility is described in Part 2.
The VM/370 Monitor command has been
changed as follows:

3850 MSS SUPPORT
e New operands have been added to the
INTERVAL parameter and to the LIMIT

New: Program Feature parameter.
Virtual machines may now access mass e A new parameter, SEEKS, is now
storage volumes that contain VM/370 supported.
minidisks, or they may access entire These changes are described in Part 2.
mass storage volumes. A new diagnose
code (X'78') enables M¥SS to communicate Also, the content of the VM monitor tape
with VM/370. This support is described has been changed. This change is
in Part 2. described in Appendix C.

DI RECTORY UPDATE IN-PLACE SHARED SEGMENT PROTECTION
New: Program Feature New: Program Feature
Yow, a new diagnose code (X'84') enables ¥Now, VM/370 allows an installation to
a virtual machine to update the VM/370 optionally protect or not protect shared
directory. This support is described in seqments. A new parameter has been
Part 2. added to +the NAMESYS macro for this

support. Shared segment protection and
the NAMESYS macro are discussed in Part

LOGON, AUTOLOG, AND LINK JOURNALIXNG 2.
New: Program Feature EDITORIAL UPDATES
Now, VM/370 will optionally attempt to Changed: Documentation
detect and record certain occurrences of
the LOGON, AUTOLOG, and LINK commands. Extensive editorial updates have been
This support is described in Part 2. made throughout this publication.

Summary of Amendments xvii
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Part 1. Debugging With VM/370

This debugging section contains the following informaticn:

Introductory Information

control

How to start debugging

How to wuse VM/370 facilities +to dektug abends,
results, loops, and waits

Summary of VM/370 debugging tools

Comparison of CP and CMS debugging tools

Program Information

Debugging CP on a virtual machine
Commands useful in debugging

DASD Dump Restore program
Internal trace table

Restrictions

Abend dumps

Reading CP abend dumps

Control block summary

Conversational Monitor System Information

Debugging commands

DASD Dump Restore Progranm
Nucleus load map

Reading CMS abend dumps
Control block summary

unexpected

Part 1. Debugging with vM/370 1
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Introduction to Debugging

The VM/370 Control Program manages the resources of a single computer
such that multiple computing systems appear tc exist. Each "virtual
computing system,"™ or virtual machine, is the functional equivalent of
an IBM System/370. Therefore, the person trying to determine the cause
of a YM/370 software problem must consider three separate areas:

1. The Control Program (CP), which controls the resources of the real
machine.

2. The virtual machine operating system running under the control of
CP, such as CMS, RSCS, 0S, or DOS.

3. The problem program, which executes under the control of a virtual
machine operating system.

Information that explains how to debug CP or CMS is contained in this
book; information explaining how to debug applicaticons programs is in
the VYM/370 CMS User's Guide. For informaticn that explains how to use
the VM/370 Interactive Problem Control System (IPCS) for debugging,
refer to the VM/370 Interactive Problem Contrcl System (IPCS) User's
Guide

If an IPCS problem is caused by a virtual machine operating systenm
{(other than CMS and RSCS), refer to the publications pertaining to that
operating system for specific information. However, use the CP debugging
facilities, such as the CP commands, to perform the recommended
debugging procedures discussed in the other publication.

If it becomes necessary to apply a PTF (Program Temporary Fix) to a
component of VM/370, refer to the VM/370 Planning and System Generation
Guide for detailed information on applying PTFs.

How to Start Debugging

Before you can correct any problem, you must reccgnize that one exists.
Next, you must identify the problem, collect informaticn, and determine
the cause so that the problem can be fixed. When running VM/370, you
must also decide whether the problem is in CP, the virtual machine, or
the problem program.
A good approach to debugging is:
1. Recognize that a problem exists.
2. Identify the problem type and the area affected.

3. Analyze the data you have available, collect more data if you need
it, then isolate the data that pertains to your problem.

4., Finally, determine the cause of the problem and correct it.

Part 1. Debugging with VM/370 3



DOES A PROBLEM EXIST?

There are four types of problenms:

1. Loop

2. Wait state

3. Abend (abnormal end)
4. Incorrect results

The most obvious indication of a problem is the abnormal termination
of a program. Whenever a program abnormally terminates, a message is
issued. Figure 1 1lists the possible abend messages and identifies the
type of abend for these messages.

Message | Type of Abend

(Alarm rings) |CP abend, system dumps to
DMEKDMP908I SYSTEM FAILURE CODE XXXXXX disk. Restart is automatic.

—— s e e

DMKDMP905W SYSTEM DUMP FAILURE;
PROGRAM CHECK

DMKDMPY06W SYSTEM FAILURE; MACHINE
CHECK, RUN SEREP

DMKDMP907W SYSTEM DUMP FAILURE; FATAL
I/0 ERROR

If the dump program encoun—
ters a program check, ma-—
chine check, or fatal I/O
error, a message is issued
indicating the error. CP
enters the wait state with
code 003 in the PSW.

DMKCKP900W SYSTEM RECOVERY FATILURE;
PROGRAM CHECK

DMKCKP901W SYSTEM RECOVERY FAILURE;
MACHINE CHECK, RUN SEREP

r
I
|
|
i
|
|
!
|
|
I
|
|
|
|
|
I
| If the checkpcint program
|

|

|

| DMRKCKP902W SYSTEM RECOVERY FAILURE;
|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

i

|

|

|

encounters a program check,
a machine check, a fatal I/0
error, Or an error relating
to a certain warm start
cylinder or warm start data
conditions, a message is
issued indicating the error
and CEF enters the wait state
with code 007 in the PSW.

FATAL I/0 ERROR — NUCL CYL
— WARM CYL

DMRCKP922W SYSTEM RECOVERY FAILURE;

INVALID SPOOLING DATA
DMKCKP910W SYSTEM RECOVERY FAILURE;

INVALID WARM START CYLINDER
DMKCKP911W SYSTEM RECOVERY FAILURE;

WARM START AREA FULL

DMKCKS903W SYSTEM RECOVERY FAILURE;
VOLID xxxxxXx ALLOCATION ERROR
CYLINDER xxXx

DMKCKS912W SYSTEM RECOVERY FAILURE;
VOLID xxxXXxX NOT MOUNTED

DMKCKS915E PERMANENT I/O ERROR ON
CHECKPOINT CYLINDER

DMKCKSS16E ERROR ALLOCATING SPOOL FILE
BUFFERS

DMRKCKS917E CHECKPOINT CYLINDER INVALID;
CLEAR STORAGE AND COLD START

If the checkpoint start
program encounters a severe
error, a message is issued
indicating the error and CP
enters the wait state with
code 00E in the PSW.

- ——— i —— o ——— " {—— — e —— —— — —— — — — — — — — - _— _— ——— - —— . —— o
it e i ——— S — — - — — — — — — — — — —— — . —— — - — o {— —— — — " —— oot =}

Figure 1. Atend Messages (Part 1 of 3)
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© L
1 Message 1 Type of Abend I
| {
| DMKWRM921W SYSTEM RECOVERY FAILURE' |If the warm start program |
| UNRECOVERABLE I/0C ERROR ‘'t encounters a severe error, al
| DMKWRM903W SYSTEM RECOVERY FAILURE; | message is issued indicating|
| VOLID xxxXxx ALLOCATION ERROR i the error and CP enters the |
| CYLINDER xxX | wait state with code 009 {
| DMKWRM904W SYSTEM RECOVERY FAILURE; ! in the PSH. \
1 INVALID WARM START DATA \ |
| DMKWRM912W SYSTEM RECOVERY FAILURE; | |
i VOLID xxxxxx NOT MOUNTED | i
| DMKWRM920W NO WARM START DATA; CKPT | |
| START FOR RETRY i i
i {
| DMKDMP908I SYSTEM FAILURE, CODE xxxxxx |CP abend, system dumps to i
| DMKCKP960I SYSTEM WARM START DATA SAVED| tape or printer. The system |
| DMKCKP961W SYSTEM SHUTDOWN COMPLETE | stops; the operator must IPL|
| | the system to start again. |
i | |
{ Optional Messages | i
| | I
| DMKDMP905W SYSTEM DUMP FAILURE; |If the dump program encoun- |
i PROGRAM CHECK | ters a program check, a ma- |
| DMKDMP906W SYSTEM DUMP FAILURE; | chine check, or fatal I/0 i
| MACHINE CHECK, RUN SEREP | error, a messadge is issued |
| DMKDMP907W SYSTEM DUMP FAILURE; FATAL | indicating the error. CP |
1 I1/0 ERROR | enters the wait state with |
| | code 003 in the PSW. |
| [ |
| {If the dump cannot find a [
| | defined dump device and if |
| | no printer is defined for ]
| | the dump, CP enters a dis- |
| | abled wait state with code |
l | 004 in the PSH. |
| |
| |CP termination with wait |
| | state. |
| | |
| DMKMCH610W MACHINE CHECK SUPERVISOR IThe machine check handler en-|
| DAMAGE | countered an unrecoverable |
| DMKMCT610W MACHINE CHECK SUPERVISOR | error with the VM/370 con- |
| DAMAGE ! trol progranm. |
| 1 {
| DMKMCH611W MACHINE CHECK SYSTEM |The machine check handler en-|
| INTEGRITY LOST | countered an error that |
| | cannot be diagnosed; system |
| DMKMCT611W MACHINE CHECK SYSTEMN | integrity, at this point, {
1 INTEGRITY LOST | is not reliable. |
| - ¥ |
Figqure 1. Abend Messages (Part 2 of 3)
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Message

| Type of Abend

—

DMKMCH612W MACHINE CHECK; TIMING
FACILITIES DAMAGE; RUN SEREP

DMKMCT620I MACHINE CHECK; ATTACHED
PROCESSOR NOT BEING USED

DMKCCH603W CHANNEL ERROR, RUN SEREP,
RESTART SYSTEM

DMKCPI955W INSUFFICIENT STORAGE FOR
vii/370

DMKMCH622W MACHINE CHECK; MULTIPLE
CHANNEL ERRORS

{An error has occurred in the |
| timing facilities. Probable}
{ hard error. |
i !
|A malfunction alert, clock 1
| clock error or ianstruction |
| processing error occurred onj
| the attached processor. I
| The system continues to run
| in uniprocessor mode.

|CP termination without auto-
| matic restart.

{There was a channel check

| condition from which the
| channel check handler could
| not recover. CP enters the
| wait state with code 002 in
! the PSH.

|The generated system requires
| more real storage than is
| available. CP enters the
{ disabled wait state with
| code 00D in the PSW.
{There was a group error

| machine check from which the]
{ machine check handler could {
| not recover. CP enters a {
| wait state with code 001 in |
{ in the PSW. {

- ————— - — — — —— — o — — —

DMSABN148T SYSTEM ABEND xxx
CALLED FROM XXXXXX

|
| CMS abend, system will accept|
| commands from the terminal. |
| Enter the DEBUG command and |
| then the DUMP subcommand to |
{ have CMS dump storage on the|
|

printer. i

Others
Refer to 0S and DOS publications
for the abnormal termination

messages.

|
When 0S or DOS abnormally {

|

| terminates on a virtual ]
| machine, the messages issued|
| and the dumps taken are the |
{ same as they would be if 0S |
| or DOS abnormally terminated|
|

on a real machine. |
]

Fiqure 1.

output is

Abend Messages (Part 3 of 3)

Another obvious indication of a problem is unexpected output. If your

missing, incorrect, or in

some problem exists.

problem 1is

Unproductive processing
not as easily

environment.

6
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a different format

time is another
recognized,

than expected,

symptom of a
especially in a

problem. This
time-sharing



IDENTIFYING THE PROBLEM

Two types of problems are easily identified: abnormal termination is
indicated by an error message, and unexpected results become apparent
once the output  is examined. The looping and wait state conditions are
not as easily identified.

When using VM/370, you are normally sitting at a terminal and do not
have the lights of the processor control panel to help you. You may have
a looping condition if your program takes longer to execute than you
anticipated. Also, check your output. If the number of ocutput records or
print lines is greater than expected, the output may really be the same
information repeated many times. Repetitive output usually indicates a
program loop.

Another way to identify a loop is to periodically examine the current
PSW. If the PSW instruction address always has the same value, or if the
instruction address has a series of repeating values, the progranm
probably is looping.

The wait state is also difficult to recognize when at the terminal.
Again, the console lights are unavailable. If your program is taking
longer than expected +to execute, the virtual machine may be in a wait
state. Display the current PSW on the terminal. Periodically, issue the
CP command

QUERY TIME

and compare the elapsed processing time. When the elapsed processing
time does not increase, the wait state probably exists.

Figure 2 helps you to identify problem types and the areas where they
may oOcCcCur.

Part 1. Debugging with VM/370 7



—
|Problem|
|Abend Occurs]

| Type

Where

Distinguishing Characteristics

|
Abend

CP abend

1
(
|
1
|
|
|
1
|
|
|
{
{
|
|
|
|
|
|
|
1
|
|
|
1
|
|
|
|
|
|
|
|
|
1
|
{
|
|
|
|
{
|
|
{
|

The alarm rings and the message

DMKDMP908I

appears on the processor comnsole. In this
instance, the system dump device is a disk, so
the system dumps to disk and automatically
restarts. If an error occurs in the dump,

checkpoint,

wait state after issuing cne or more of the
following messages:

DMKDMPIOS5W
DMKDMPIY06W

DMKDMPI07W
DMKCKPI00W

DMKCKP901W
DMKCKP902W
DMKCKP922W
DMKCKP910W
DMKCKP911W

DMKCKS903W

DMKCKS912%
DMKCKS915E
DMRKCKS917E
DMKWRM921W

DMKWRMIO03W

DMKWRMI04UW

DMKWRMI12W

SYSTEM FAILURE, CODE XXXXXX

or warmstart program, CP enters the

SYSTEM DUMP FAILURE; PROGRAM CHECK
SYSTEM DUMP FAILURE; MACHINE CHECK,
RUN SEREP

SYSTEM DUMP FAILURE; FATAL I/0 ERROR
SYSTEM RECOVERY FAILURE; PROGRAM
CHECK

SYSTEM RECOVERY FAILURE; MACHINE
CHECK, RUN SEREP

SYSTEM RECOVERY FAILURE; FATAL I/0
ERROR

SYSTEM RECOVERY FAILURE;

INVALID SPOOLING DATA

SYSTEM RECOVERY FAILURE;

INVALID WARM START CYLINDER

SYSTEM RECOVERY FAILURE;

WARM START AREA FULL

SYSTEM RECOVERY FAILURE; VOLID
XXXXXX ALLOCATION ERROR CYLINDER
XXX n

SYSTEM RECOVERY FAILURE; VOLID
xxxxxx NOT MOUNTED

PERMANENT I/0 ERROR CN CHECKPOINT
CYLINDER

CHECKPOINT CYLINDER INVALID; CLEAR
STORAGE AND CCLD START

SYSTEM RECOVERY FAILURE; UNRECOVER-
ABLE I/O ERROR

SYSTEM RECOVERY FAILURE;

VOLID xxxxxXx ALLOCATION ERROR
CYLINDER xxX

SYSTEM RECOVERY FAILURE; INVALID
WARM START DATA

SYSTEM RECOVERY FAILURE; VOLID
XXXXxx NOT MOUNTED

CP abend

The following messages appear on the processor

console:

DMEDMP908I
DMRDNPY960I
DMKDMPI961H

SYSTEM FAILURE, CODE XXXXXX
SYSTEM WARM START DATA SAVED
SYSTEM SHUTDOWN COMPLETE

D s cn e o - = - — ——— — W S G G IR M G S — D S S D S S e S G R S GED R G MM N S . —— S — o anm — e o]

Figure

2.

VM/370 Problem Types (Part 1 of 6)
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¥
{Problen

Type

| Where
{ Abend Occurs

| Distinguishing Characteristics

| Abend

I
I
I
I
|
I
|
|
i
I
I
_|
|
|
I
I
|
I
i
!
|
I
|
|
i
i
|
|
|
|
|
|
|
I
|
I
i
I
i
a
|
|
|
I
i
I
I
|

(cont.)

CP abend
(cont.)

to restart.

state after

DMEDMPIOSW
DMKDMPO06W
DMKDMPI07W
DMKCKPI00W
DMKCKP301W
DMKCKPY02W
DMKCKP910W

DMRCKPI911W

——— i —— ——— o — —— — — i — i — — o—— —— — —— — — —

The system dumps to tape or printer and
stops. The operator must IPL the systenm

If an error occurs in the dump

or checkpoint programs, CP enters the wait

issuing cne or more of the

following messages:

SYSTEM DUMP FAILURE;
PROGRAM CHECK

SYSTEM DUMP FAILURE;
MACHINE CHECK, RUN SEREP
SYSTEM DUMP FAILURE;

FATAL I/C ERROR

SYSTEM RECOVERY FAILURE;
PROGRAM CHECK

SYSTEM RECOVERY FAILURE;
PROGRAM CHECK RUN SEREP
SYSTEM RECOVERY FAILURE; FATAL
I/0 ERROR

SYSTEM RECOVERY FAILURE;
INVALID WARM START CYLINDER
SYSTEM RECOVERY FAILURE;
WARM START AREA FULL

with wait
state

i occurred. One of the following messages:

DMKMCH610W
DMKMCT610W
DMKMCH611W
DMEKMCT611W
DMKMCH6 12W

DMKMCT612W

processor.

DMKMCT620I

|
|
|
i
{
|
|
|
|
|
(
|
|
|
(
|
|
|
|
(
|
|
|
|
ICP termination|An unrecoverable machine check error has
|
i
|
|
|
{
|
{
|
|
|
{
!
|
|
|
|
|
|
|
|
{
(
l

. — T A —— — — - — — — —— — —— T — —— — — o — — ]

MACHINE CHECK SUPERVISOR DAMAGE|
MACHINE CHECK SUPERVISOR DAMAGE]

MACHINE CHECK INTEGRITY LOST
MACHINE CHECK INTEGRITY LOST
MACHINE CHECK; TIMIRG
FACILITIES DAMAGE;

RUN SEREF

MACHINE CHECK;

TIMING FACILITIES DAMAGE;
RUN SEREE

appears on the processor console. The
system enters a wait state.

A machine check occurred on the attached

The message:

MACHINE CHECK; ATTACHED
PROCESSOR NOT BEING USED

appears on the console. The systenm
continues in uniprocessor mcde.

|
1
1
{
1
|
1
|
|
|
!
|
|
1
|
|
1
|
|

Figure

2.

VM/370 Problem Types (Part 2 of 6)
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r
|Problenm | Where |
| Type | Abend Occurs |

Distinguishing Characteristics

|
| Abend

(cont.) without auto-|
matic restart|

CP termination|An unrecoverable channel check error has

occurred. The message:

DMKCCH603W CHANNEL ERROR, RUN SEREP,
RESTART SYSTEHN

appears on the processor console, and CP
enters wait state.

machine
abend (CMS)

The CMS message

DMSABM148T SYSTEM ABEND xxx CALLED FROM
XXXXXX

appears on the terminal. The system stops
and waits for a command to be entered on
the terminal. In order to have a dump
taken, issue the CMS DEBUG command and then
the DUMP subcommand.

|
|
|
|
{
|
|
|
|
{
(
|
{
|
|
|
{
i
|
|
|
| machine abend|
| (other than |
| CMS)
|
|
i
|
|
|
!
|
|
|
|
|
|
|
|
{
|
|
|
|
|
|

|
|
|
|
|
|
|
|
l
|
|
|
|
i
|
|
|
|
|
|
|
|
|

Virtual |When OS or DOS abnormally terminates on a

VM/370 may terminate or reset a virtual

virtual machine, the messages issued and
the dumps taken are the same as they would
be if 0S or DOS abnormally terminated on a
real machine.

machine if a nonrecoverable channel check
or machine check occurs in that virtual
machine. One of the following messages:

DMKMCH616I MACHINE CHECK; USER userid
TERMINATED

DMKCCH604T CHANNEL ERROR; DEV xxx; USER
userid; MACHINE RESET

is sent to the system operator at the
processor console. Also, the virtual
user is notified by cne of the following
messages that his virtual machine was
terminated or reset:

DMKMCH619I MACHINE CHECK; CPERATION
TERMINATED

DMKCCH606I CHANNEL ERROR; CPERATOR
TERMINATED

Unexpected|CP |
Results 1 |
|
|
|

If an operating system, other than CNS,

executes properly on a real machine, but
not properly with CP, a problem exists.

Inaccurate data on disk or system files

{sich as spool files) is an error.

Virtual
machine

|
|
|
(
|
|
|
|
|
|
|
i
|
|
|
|
(
|
{
{
|
{
|
|
|
|
|
|
|
|
|
|
1
|
1
|
|
(
|
|
{
|
|
|
|
|
{
|
|
|
|
|
| |
{ |
| |
{ |
| |

If a program executes properly under the

control of a particular operating system
on a real machine, but does not execute
correctly under the same operating systen
with VM/370, a problem exists.
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o

roblen
Type

| Where
] Abend Occurs

Distinguishing Characteristics

|{Disabled CP
| vait

The processor wait light is on. Also,
pressing the REQUEST key con the operator's
console, or the equivalent action, leaves
the REQUEST PENDING light on. If the
message

DMKMCH610W MACHINE CHECK SUPERVISOR
DAMAGE

DMKMCT610W MACHINE CHECK SUPERVISOR
DAMAGE

DMRKMCH611W MACHINE CHECK SYSTEM
INTEGRITY LOST

DMKMCH612W MACHINE CHECK; TIMING
FACILITIES DAMAGE; RUN SEREP

DMEMCH612% MACHINE CHECK; TIMING
FACILITIES DAMAGE; RUN SEREP

appears'on the processor console, a machine
check (probable hardware error) caused the
CP disabled wait state. If the message

DMKCCH603W CHANNEL ERROR, RUN SEREP,
RESTART SYSTEM

appears on the processor console, a channel
check (probable hardware error) caused the
CP disabled wait state. If the message

DMKCPIS55W INSUFFICIENT STORAGE FOR VM/370

appears on the processor console, the
control program has entered a disabled wait
state with code 00D in the PSW. Either the
generated system is larger than the real
machine size, or a hardware machine mal-
function prevents VM/370 from using the
necessary amount of storage. If the message

DMKPAGY415E CONTINUOUS PAGING ERRORS FROM
DASD xxx

appears on the processor comnsole, the
control program (CP) has entered a disabled
wait state with code 0OF in the PSW.
Consecutive hardware errors are occurring
on one or more VM/370 paging devices.

If the system is being controlled at an
alternate console, messages DMKCKP910I,
DMKCKP911W, and DMKCKP960I are not
generated before the system goes into a
wait state.

B M GER SEA ARG M A S G S =, VD AR D L i D R S D . . D S G G G D —— R G (W I . A (EE S G G G T G D GRS D M GEE D mm WD R GER GED b e o

Figure

YM/370 Problem Types (Part 4 of 6)
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| al
{Problem | Where | |
{ Type | Abend Occurs | Distinguishing Characteristics |
| |
|Wait {Enabled CP |The processor console light is on, but the |
(cont.) | wait | system accepts interrupts from I/0 devices.|

[ |

Disabled The VM/370 Control Prcgram does not allow a |

virtual
machine wait

virtual machine to enter a disabled wait l
state or certain program locps. Instead, CPI
issues one of the following messages:

DMKDSP4S1W CP ENTERED; INVALID PSW

|

|

|

{

|

| DMKDSP4SOW CP ENTERED; DISABLED WAIT PSW
|

| DMKDSP4S52W CP ENTERED; EXTERNAL INTERRUPT
|

|

|

LOOP
DMKDSP453W CP ENTERED; PROGRAM INTERRUPT

LOQP
Enabled A PSW enabled for I/0 interrupts is loaded.
virtual Nothing happens if an I/O0 device fails to

machine wait issue an I/0 interrupt. If a program is
taking longer to execute than expected,
periodically issue the CP command, QUERY
TIME. If the processing time remains un-
changed, there is probably a virtual

t
|
|
|
|
|
|
| machine enabled wait.
|
|
|
|
|
|

CMS types a blip character fcr every 2
seconds of elapsed processing time. If the
program does not end and blip characters
stop typing, an enabled wait state probably
exists.

Disabled RSCS
wait

The RSCS operator is notified of the wait
state by CP issuing the message

DMKDSPUSOW CP ENTERED; DISABLED WAIT PSW
If, in addition, the message

DMTINI402T IPL DEVICE READ I/O ERROR

able error has occurred while reading the
RSCS nucleus from DASD storage. RSCS
enters a disabled wait state with a code
of 011 in the PSHW.

If a program check occurs before the
program check handler is activated, RSCS
enters a disabled wait state with a code of

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
{
[
i
|
|
|
|
l
|
|
|
|
|
|
|
|
|
I
|
l
| 007 in the PSW.

|
|
|
|
|
|
|
|
|
| appears on the RSCS console, an unrecover-—
|
|
|
|
|
|
|
|
|
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-
|Problem | Where |
| Type | Abend Occurs | Distinguishing Characteristics

|Hait |Disabled RSCS
(cont.) | wait (cont.)
|

|If a program check occurs after the program
| check handler is activated, RSCS enters a
| disabled wait state with a code of 001 in
i the PSW. One of the following messages ma
| also appear on the RSCS console:
|
|
|
|
i

-

e D e - - — D D D - -y > o}

DMTREX090T PROGRAM CHECK IN SUPERVISOR —
RSCS SHUTDOWN

DMTREXO091T INITIALIZATION FAILURE —— RSCS
SHUTDO®WN

Enabled RSCS |RSCS has no task ready for execution. A

wait | PSW, enabled for external and I/0
| interrupts, is loaded with a wait code of
i all zeros.
Loop CP disabled |The processor console wait light is off. The
loop | problem state bit of the real PSW is off.
| No I/0 interrupts are accepted.
Virtual | The program is taking longer to execute thanl
machine | anticipated. Signaling attention from the |

disabled lcopl| terminal does not cause an interrupt in thef
| virtual machine. The virtual machine opera-|{
| tor cannot communicate with the virtual

| machine's operating system by signalling

|

attention.
Virtual Excessive processing time is often an indi-
machine cation of a loop. Use the CEF QUERY TIME

enabled loop command to check the elapsed Pprocessing
time. In CMS, the continued typing of the

|
|
|
{
{
|
i
|
blip characters indicates that processing |
{
|
1
|
|
i
3

periodically display the virtual PSW and
check the instructicn address. If the same
instruction, or series of instructions,
continues to appear in the PSW, a loop
probably exists.

|
|
|
|
|
| time is elapsing. If time has elapsed,
|
|
1
|
1

Figure 2. VM/370 Problem Types (Part 6 of 6)

ANALYZING THE PROBLEM

Once the type of problem is identified, its cause must be determined.
There are recommended procedures to follow. These procedures are
helpful, but do not identify the cause of the problem in every case. Be
resourceful. Use whatever data you have available. If the cause of the
problem 1is not found after the recommended debugging procedures are
followed, it may be necessary to undertake the tedious job of
desk-checking.

The section "How To Use VM/370 Facilities To Debug" describes
procedures to follow in determining the cause of variocus problems that
can occur in the Control Program or in the virtual machine. See the
VM/370 CMS User's Guide for information on using VM/370 facilities to
debug a problem progranm.

Part 1. Debugging with VM/370 13



If it becomes necessary to apply a Program Temporary Fix (PTF) to a
VM/370 component, refer to the VM/370 Planning and System Generation
Guide for detailed information on applying PTFs. Figure 3, Figure 4,
and Figure 5 summarize the debugging process from identifying the
problem to finding the cause.
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Does a problem exist?

START
DEBUGGING

ANY

Is there an ABEND condition ?

MESSAGES

If the messa
. DMKDMPI081 SYSTEM FAILURE, CODE XXX XXX
appears on the console and
the alarm rings,
this is a CP ABEND.
The system dumps to disk or to the
printer if the set dump E command

has been issued, and automatically
periormslPL_——.l ::]

If the messages
. DMKDMP908I SYSTEM FAILURE, CODE XXXXXX

DMKCKP9601 SYSTEM WARMSTART DATA SAVED
DMKCKP961W SYSTEM SHUTDOWN COMPLETE
sppear on the console,

this is a CP ABEND.

The system dumps to tape

or printer and S1ODS, g ™=

\59

appears on the terminal,

this is a CMS ABEND.——’! SD I

If an ABEND message
from the virtual machine appears
on the terminal,
this is an ABEND in the
operating system controiling
this virtual machine. ———a

Otherwise, an ABEND
condition does not exist,

NO

Any
ANY

UNEXPECTED
RESULTS

HAS

It the message AN EXCESSIVE
DMSABNI48T SYSTEM ABEND XXX, AMOUNT OF
CALLED FROM YYYYYY TIME ELAPSED

No problem exists

YES

1981 by TNL GN25-0829

GOTOw

@ F—— Umxpccw! Results?

If an operating system which
executes properly on a real machine
fails to execute properly under VM/370,

there are unexpected resuits
ineP. ———— = 5 4

| Fiqure 3.

the control of an operating system on

a real machine fails to execute correctly
with the same operating system under
VM/370,

there are unexpected results

in the virtual machine, ~———&=
If the program’s output is
inaccurate or missing,

there are unexpected results
in the problem program.

. Hf a program which executes under

I the output is redundant
check for a loop, ——a

QOtherwise, check for a wait or

=3
®

a Problem Exist?

Excessive time

has elapsed

If pressing the REQUEST key on the operator’s
console leaves the REQUEST PENDING light on,

a CP disabled wait state exists.

The CPU console light will be on, ————gue

if the CPU conscle wait light is on,
the system is in a CP enabled wait state. I 4 l

. If the real PSW probiem bit is OFF,

there is a CP l00p. ~——sm——eemiin

. 1f any of the following messages
I DMKDSP450W CP ENTERED; DISABLED WAIT PSW
DMKDSP451W CP ENTERED; INVALID PSW
DMKDSP452W CP ENTERED; EXTERNAL INTERRUPT
LooP
DMKPRGA53W CP ENTERED; PROGRAM INTERRUPT

appears on the terminal,

there is a disabled wait or an interrupt loop in the
virtual machine.

If pressing the ATTN key once does not cause
an interrupt, :

there is a disabled loop in the virtual machine.

machine without reaching end-of-job,
the virtual machine is in an
enabled wait state and no }/O interrupt
has occurred.

N 1f processing has ceased in the virtual

1f processing time exceeds normal expectations,
the virtual machine may have an enabled looj

R
|
Otherwise,’

\
®
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Debug Procedures for a Wait

CP Disabled Wait

rﬂ

T

O
T

B

Use ALTER/DISPLAY console mode (if available), to display real PSW and CSW. Also,
display general and extended control registers and storage locations X"00°~X"100°,

Press SYSTEM RESTART button to cause a CP ABEND
dump to be taken.

IPL.

CP Enabled Wait

Press SYSTEM RESTART button to cause a
CP ABEND dump to be taken.

Use the dump to check the status of each VMBLOK. Also,
check RCHBLOK, RCUBLOK, and RDEVBLOK for each device.

Virtual Machine Disabled Wait

Use CP commands {CMS users may use the CMS DEBUG command) to display
the PSW, CSW, general registers, and control registers.

Use the CP DUMP command (or CMS DUMP subcommand} to
take a dump.

Virtual Machine Enabled Wait

Take a dump.

Debu

g Procedures for a Loop

CP Loop

- [

Hﬂﬂﬁ

’—G

Eﬂé

T

Use ALTER/DISPLAY console mode (if available) to
display real PSW, general registers, controt
registers, and storage locations X'00'—X"100".

Press SYSTEM RESTART button to cause a CP
ABEND dump to be taken.

Examine the CP internal trace table to see where the loop is.

Virtual Machine Disabled Loop

Use the CP TRACE command to trace the joop.

Display the generat registers and control segisters
via the CP DISPLAY command.

Take a dump using the CP DUMP command.

Examine the source code.

Virtual Machine Enabled Loop

Trace the loop. Display the PSW, general registers,
and extended control registers,

Take a dump.

Examine source code.

Figure 4. Debug Procedures for Waits and Loops
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Determine reason for ABEND from code in ABEND
message DMSABN148T.

Figure

5.

Debug Procedures for Unexpected Results

Unexpected Results in CP

Check that the program is not violating any
CP restrictions.

Check that the program and operating system running
on the virtual machine are exactly the same as those
that ran on the real machine.

Use the CP TRACE command to trace CCWs, SIOs, and interrupts.

Look for an error in CCW translation or interrupt reflection.

If disk 1/0 error, use the CP DDR (DASD Dump Restore)
program to print the contents of any disk.

Hﬂﬂﬁ

-

Unexpected results in a virtual

Check that the program executing on the virtual machine is
exactly the same as the one that ran on the real machine.

Make sure that operating system restrictions
are not violated.

Use CP TRACE to trace all 1/0 operations.

moo

Debug Procedures for an ABEND

CP ABEND

Find out why CP abnormally terminated. Examine the
PROPSW, INTPR, SVCOPSW, and CPABEND fields in the PSA
from the dump.

Identify the module that caused the ABEND.
Examine the SAVEAREA, BALRSAVE, and FREESAVE areas of the dump.

If 1/0 operation, examine the real and virtual /O
control blocks.

Eﬂﬁ

-CMS ABEND

Enter debug environment or CP console function mode
to use the commands, to display the PSW, and to examine
low storage areas:

LASTLMOD and LASTTMOD

LASTCMND and PREVCMND

LASTEXEC and PREVEXEC and DEVICE
Look at the last instruction executed.
Take dump if need be.

— Virtual Machine ABEND (other than CMS)

Examine dump. if there is one.

Use CP commands to examine registers and
control words.

Use CP TRACE to trace the processing up to
the point where the error occurred.

T

Debug Procedures for Unexpected Results and an Abend

Part 1. Debugging with VM/370
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How to Use VM/370 Facilities to Debug

Once the problem and the area where it occurs are identified, you can
gather the information needed to determine the cause of the problem. The
type of information you want to look at varies with the type of problenm.
The tools used to gather the information vary derending upon the area in
vhich the problem occurs. For example, if the problem is a 1loop
condition, you will want to examine the PSW. For a CP loop, you have to
use the operator's console to display the PSW, but for a virtual machine
loop you can display the PSW via the CP DISPLAY command.

The following sections describe specific debugging procedures for the
various error conditions. The procedures will tell you what to do and
wvhat debug tool to use. Por example, the procedure may say dump storage
using the CP DUMP command. The procedure will not tell you how to use
the debug tool. Refer to the "CP Commands to Debtug the Virtual Machine"®
and "CMS Debugging Commands" sections for a detailed description of each
debug tool, including how to invoke it.

ABEND

Three types of abnormal terminations (ABEND) can occur on VM/370: CP
abends, CMS abends, or virtual machine atends. The following
description provides guidelines for debugging each type of ABEND.

CP Abend

Hhen the VM/370 Contrcl Program abnormally terminates, a dump is taken.
This dump can be directed to tape or printer, cr dynamically allocated
to a direct access storage device. The output device for a CP abend duamp
is specified by the CP SET command. See the "Abend Dumps" section for a
description of the SET and VMFDUMP commands.

Use the dump to determine why the control program terminated and then
determine how to correct the condition. See the "Reading CP Abend
Duaps" discussion for detailed information on reading a CP abend dump.
REASON FOR THE ABEND: CP will terminate and take an abnoramal
termination dump under three conditions:

1. Program Check in CP

Examine the PROPSW and INTPR fields in the prefix storage area
(PSA) to determine the failing module.

2. Module Issuing an SVC 0
Examine the SVC o0l1ld PSW (SVCOPSW) and abend code (CPABEND) fields
in the Prefix Storage Area to determine the module that issued the
SVC 0 and the reason it was issued.
CPABEND contains an abnormal termination code. The first three

characters identify the failing module (fcr example, abend code
TRCO001 indicates DMKTRC is the failing module).

U System Frogrammer®s Guide
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3. Operator Pressing SYSTEM RESTART Button on Processor Console

Examine the 0ld PSW at location X'08' to find the location of the
instruction that was executing when the operator pressed SYSTEM
RESTART. The operator presses SYSTEM RESTART when CP is in a
disabled wait state or loop.

Note: The conditions that cause an abnormal +termination of an
attached processor configuration are the same as those that cause a
uniprocessor configuration to abnormally terminate.

EXAMINE LOW STORAGE AREAS: The information in low storage specifies the
status of the system at the time CP terminated. Status information is
stored in the ©PSA. You should be able to tell the module that was
executing by 1looking at the PSA. Refer to the appropriate save area
(SAVEAREA, BALRSAVE, or FREESAVE) to see how that module started to
execute. The PSA is described in the YM/370 Data Areas and-Control
Block logic-publication.

Examine the real and virtual control blocks to find the status of I/O
operations. Fiqure 9 shows the relationship of CP Control Blocks.

Examine the CP internal +trace table. This table can be extremely
helpful in determining the events that preceded the abend. The "CP
Internal Trace Table" description tells you how to use the trace table.

The values in the general registers can help you to locate the
current IOBLOK and VMBLOK and the save area. Refer to "Reading CP Abend
Dumps" for detailed information on the contents of the general
registers.

If the program check 0ld PSW (PROPSW) or the SVC old PSW (SVCOPSHW)
points to an address beyond the end of the resident nucleus, the module
that caused the abend is a pageable module. Refer to "Reading CP Abend
pumps" to find out how to identify that pageable module. Use the CP load
map that was created when the VH/370 system was generated to find the
address of the end of the resident nucleus.

CHMS Abend

When CMS abnormally terminates, the following error message appears on
‘the terminal:

DMSABN148T SYSTEM ABEND xxx CALLED FROM yyyyyy

where xxx is the abend code and yyyyyy is the address of the instruction
causing the abend. The DMSABN module issues this message. Then, CMS
waits for a command to be entered from the terminal.

Becaase CMS is an interactive system, you will probably want to use
its debug facilities to examine status. You may be able to determine the
cause of the abend without taking a dump.

The debug program is located in the resident nucleus of CMS and has
its own save and work areas. Because the debug program itself does not
alter the status of the system, you can . use its optiomns knowing that
routines and data cannot be overlaid unless you specifically request it.
Likewise, you <can use the CP commands in debugging knowing that you
cannot inadvertently overlay storage because the CP and CMS storage
areas are completely separate.

part 1. Debugging with VM/370 19
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: First determine the reason CHMS abnormally
our types of CMS abnormal terminations:

Program Exception

Control is given to the DMSITP routine whenever a hardware program
exception occurs. If a routine other than a SPIE exit routine is in
control, DMSITP issues the message

DMSITP141T xxxxxXxxx EXCEPTION OCCURRED AT xxxxxx IN ROUTINE
XXXXXXXX

and invokes DMSABN (the abend routine). The abend code is 0Cx,
where x 1s the program exception number (0 through F). The
possible programming exceptions are:

Code Meaning

0 Imprecise
Operation
privileged operation
Execute
Protection
Addressing
Specification
Decimal data
Fixed-point overflow
Fixed-point divide
Decimal overflow
Decimal divide
Exponent overflow
Exponent underflow
Significance
Floating-point divide

HEoQW®» OONOUME WN =

ABEND Macro

Control is given to the DMSSAB routine whenever a user routine
executes the ABEND macro. The abend code specified in the ABEND
macro appears in the abnormal termination message DMSABN148T.

Halt Execution command (HX)

Whenever the virtual machine operator signals attention and types
HX, CMS terminates and types "CMs".

System Abend

A CMS system routine can abnormally terminate by issuing the DMSABN
macro. The first three hexadecimal digits of the system abend code
type in the <CMS abend message, DMSABN148T. The format of the
DMSABN macro is:

[label] D¥MSABN code

i r
i [
| (reg) |
| L

(o oan oo oy

I
|
|
|

bt e v o
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label is any valid Assembler language label.

code is the abnormal - termination-code (0 through.  FFF)
that appears in the DMSABN148T system terminaticn

(reqg) is the register containing the abncrmal termination
code.

TYPCALL=SVC specifies how control 1is passed to the abnormal

TYPCALL=BALR termination routine, DMSABN. Routines that do not
reside in the nucleus should wuse TYPCALL=SVC to
generate CMS SVC 203 1linkage. Nucleus-resident
routines should specify TYPCALL=EALR so that a
direct branch to DMSABN is generated.

If a CMS SVC handler abnormally terminates, that routine can set an
abend flag and store an abend code in NUCON (the CMS nucleus
constant area). After the SVC handler has finished processing, the
abend condition is recognized. The DMSABN abend routine types the
abend message, DMSABN148T, with the abend ccde stored in NUCON.

WHAT TO DO WHEN CMS ABNORMALLY TERMINATES: After an abend, two courses
of action are available in CMS. In additiom, by signalling attention,
you can enter the CP command mode and use CP's debugging facilities.

1.

1.

Two courses of action available in CMS are:

Issue the DEBUG command and enter the detug environment. After
using all the DEBUG subcommands that you wish, exit from the debug
environment. Then, either issue the RETURN command to return to
DMSABN so that abend recovery will occur, cr issue the GO command
to resume processing at the point the abend occurred.

Issue a CMS command other than DEBUG and the abend routine, DMSABK,
performs its abend recovery and then passes contrcl +to the DMSINT
routine to process the command just entered.

The abend recovery function performs the follcwing:

The SVC handler, DMSITS, is reinitialized, and all stacked save
areas are released.

"FINIS * * %" jg invoked by means of SVC 202, to close all files,
and to update the master file directory.

If the EXECTOR module is in real storage, it is released.

A11 link blocks allocated by DMSSLN are freed.

All FCB pointers are set to zero.

All user storage is released.

The amount of system free storage which should ©be aliocated is
computed. This figure 1is compared with the amount of free storage

that is actually allocated.

The console input stack is purged.
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When the amount of storage actually allocated is less than the amount
that should be allocated, the message

DMSABN149T xxxx DOUBLEWORDS OF SYSTEM STORAGE HAVE BEEN DESTROYED

arpears on the terminal. If the amont of storage actually allocated is
greater than the amount that should be allocated, the message

DMSABN150W nnn (HEX xxx) DOUBLEWORDS OF SYSTEM STORAGE WERE NCT
RECOVERED

appears on the terminal.

A DEBUGGING PROCEDURE: When a CMS abend co¢ccurs, use the DEBUG
subcommands or CP commands to examine the PSW and specific areas of low
storage. For instructions on how to use +the CMS debug commands, see
"CMS Debugging Commands" in this section. For instructions on how to
use the CP commands, see an "An Overview of VM/370 Commands that can be
Used for Debugging" in this section. See Figure 7 for a comparison of

the CP and CMS debugging facilities.

The following procedure may be useful in determining the cause of a
CMS abend:

1. Display the PSW. (Use the CP DISPLAY command or CMS debug PSW
subcommand.) Compare the PSW instruction address with the current
CMS load map trying to determine the module that caused the abend.
The CMS storage-resident nucleus routines reside in fixed storage
locations.

Also check the interruption code in the PSW.

2. Examine areas of low storage. The informatiom in low storage can
tell you more about the cause of the abend.

Field Contents

LASTLMOD Contains +the name of the last module 1loaded 1into
storage via the LOADMOD command.

LASTTMOD Contains the name of the last module 1loaded into the
transient area.

LASTCMND Contains the name of the last command issued.
PREVCMND Contains the name of the next-to-last command issued.
LASTEXEC Contains the name of the last EXEC procedure.
PREVEXEC Contains the name of the next-to-last EXEC procedure.

DEVICE Identifies the device that caused the 1last I/0
interrupt.

The low storage areas examined depend on the type of abend.

3. Once you have identified the module that caused the abend, examine
the specific instruction. Refer to the listing.

4. If you have not identified the problem at this time, take a dump by
issuing the debug DUMP subcommand. Refer to "Reading CHMS Abend
Dumps" for information cn reading a ¥S dump. If you can teproduce
the problem, try the CP or CMS tracing facilities.
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Virtual Machine Abend (Other than CMS)

The abnormal termination of an operating system (such as 0S or DOS)
running under VM/370 appears the same as termination of the operating

system on a real machine. Refer to publications for that operating
syster for debugging information. However, all of +the CP debugging

PRS2 woluyyiay *>312.0LQ S<+iiy

facilities may be used to help 7you gather the information you need.
Because certain operating systems (0S/VS1, 0S/VS2, and DOS/VS) manage
their virtual storage themselves, CP commands that examine or alter
virtual storage locations should be used only in virtual=real storage
space with 0s/vs1, 0S/vVs2, and DOS/VS.

If a dump was taken, it was sent to the virtual printer. Issue a
CLOSE command to the virtual printer to have the dump print on the reail
printer.

The VMDUMP command dumps virtual storage to a specified virtual
machine's reader spool file. Installations that have installed the
VM/Interactive Problem Control System (IPCS) Extensions program product
may use it to process the dump. Other installations may process the
dump with a user-written progranm.

If you choose to run a standalone dump program to dump the storage in
your virtual machine, be sure +to specify the NOCLEAR option when you
issue the CP IPL command. At any rate, a portion of your virtual
storage is overlaid by CP's virtual IPL simulation.

If the problem can be reproduced, it may be helpful to trace the
processing using the CP TRACE command. Also, you can set address stops,
and display and alter registers, control words (such as the PSW), and
data areas. The CP commands can be very helpful in debugging because you
can gather information at various stages in processing. A dump is static
and represents the system at only one particular time. Debugging on a
virtual machine can often be more flexible than debugging on a real
machine.

VM/370 may terminate or reset a virtual machine if a non-recoverable
machine check occurs in that virtual machine. Hardware errors usually
cause this type of virtual machine termination. The following message:

DMKMCH616I MACHINE CHECK; USER userid TERMINATED
appears on the processor console.

If the message:

DMKMCT621I MACHINE CHECK; AFFINITY SET OFF
appears, then a machine check has occurred on the attached processor,
and the attached processor is no longer being used. The virtual machine
is placed into console function mode and can be mnade to continue
processing on the main processor by the entry of a BEGIN command.

Channel checks no longer cause the virtual machine to be TtTéset as
they did in earlier releases of V¥/370. If the problem appears to be

associated with attempts to recover from a channel check, see the
channel model-dependent functions described in the V¥4/370 Planning and
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UNEXPECTED RESULTS

The type of errors classified as unexpected results vary from operating
systems improperly functioning under VM/370 to printed output in the
wrong format.

Unexpected Results in CP

If an operating system executes properly on a real machine but does not
execute properly with VM/370, a problem exists. Also, if a program
executes properly under control of a particular operating system on a
real machine but does not execute correctly under the same operating
system with VM/370, a problem exists.

First, there are conditions (such as time-dependent programs) that CP
does not support. Be sure that one of these conditions is not causing
the unexpected results in CP. Refer to the ¥M/370 Planning and System
Generation Guide for a list of the restrictions.

Next, be sure that the program and operating system running on the
virtual machine are the same as those that ran on the real machine.
Check for:

e The same job strean
e The same copy of the operating system (and program)
s The same libraries

If the problem still is not found, look for an I/O problem. Try to
reproduce the prcblem, while tracing all CCWs, SIOs, and interrupts via
the CP TRACE command. Compare the real and virtual CCWs from the trace.
A discrepancy in the CCWs may indicate that one of the CP restrictions
was violated, or that an error occurred in the Control Progranm.

Unexpected Results in a Virtual Machine

When a program executes correctly under control of a particular
operating system on a real machine but has unexpected results executing
under control of the same operating system with VM/370, a problen
exists. Usually you will find that something was changed. Check that the
job stream, the operating system, and the system libraries are the sanme.

If unexpected results occur (such as TEXT records interspersed in
printed output), you may wish to examine the contents of the system or
user disk files. Non-CMS wusers may execute any of the utilities
included in the operating system they are using to examine and rearrange
files. Refer to the utilities publication for the operating systenm
running in the wvirtual machine for information on how to use the
utilities.
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CMS users should use the DASD Dump Restore (DDR) service program to
print or move the data stored on direct access devices. The VM/370 DASD
Dump Restore (DDR) program can be invoked by the CMS DDR command in a
virtual machine controlled by CMS. The DDR program has the following
functions:

DUMP -- dumps part, or all, of the data from a DASD device to
magnetic tape.

RESTORE -- transfers data from tapes created by DDR DUMP to a
direct access device. The direct access device tc which the data
is being restored must be the same type of device as the direct
access device originally containing that data.

COPY -- copies data from one device to ancther device of the same
type. Data may be reordered, by cylinder, when copied from disk to
disk. In order to copy one tape to another, the original tape must
have been created by the DDR DUMP function.

PRINT - selectively prints the hexadecimal and EBCDIC
representation of DASD and tape records on the virtual printer.

TIPE -- selectively displays the hexadecimal and EBCDIC
representation of DASD and tape records on the terminal.

CMS users should refer to the "Debugging with CMS" section fcr
instructions on using the DDR command. The "Dekugging with CP"™ section
contains information about executing the DDR program in a real or
virtual machine and a description of the DDR control statements.

LooP

The real cause of a loop usually is an instructicn that sets or branches
on the condition code incorrectly. The existence of a 1loop can usually
be recognized by the ceasing of productive processing and a continual
returning of the PSW instruction address to the same address. If I/O
operations are involved, and the 1loop is a very large one, it may be
extremely difficult to define, and may even comprise nested 1loops.
Probably, the most difficult case of 1looping tc determine is entry to
the loop from a wild branch. The problem in lcop analysis is finding
either the instruction that should open the loop or the instruction that
passed control to the set of looping instructionms.

CP Disabled Loop
The processor operator should perform the fcllowing sequence when

gathering information to find the cause of a disabled loop.

1. Use the alter/display console mode to display the real PSW, general
registers, control registers and storage locations X'00' - X'100°'.

On an attached processor system, you must add the prefix value for
the PSA of each processor to display, dump, or alter low core
storage for each processor, or use the M or N operand prefixes
described under the DCP, DMCP, and STCP commands.

2. Press the SYSTEM RESTART button to cause an Abend dump to be taken.

3. Save the information collected for the system programmer or system
support personnel.
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After the processor operator has collected the information, the
system programmer or system support personnel examine it. If the cause
of the loop is not apparent,

1. Examine the CP internal trace table to determine the modules that
may be involved in the loop.

2. If the cause 1is not yet determined, assume that a wild branch

caused the 1loop entry and search the source code for this wild
branch.

virtual Machine Disabled Loop

When a disabled loop in a virtual machine exists, the virtual machine
operator cannot communicate with the virtual machine's operating systen.
That means that signalling attention does not cause an interrupt.

Enter the CP console function mode.

1. Use the CP TRACE command to trace the entire loop. Display general
and extended control registers via the CP DISPLAY command.

2. Take a dump via the CP DUMP command.
3. Examine the source code.

Use the information just gathered, along with 1listings, to try to
find the entry into the loop.

Note: You can IPL a standalone dump program such as the BPS Storage
Print to dump the storage of your virtual machine. If you choose to use
a standalone dump program, be sure to specify NOCLEAR on the IPL
command. Also, be aware that the CP IPL simulation destroys a page of
storage in your virtual machine and the standalone dump alters your
virtual storage while the CP DUMP command does nct.

However, if the operating system in the virtual machine itself
manages virtual storage, it is usually better to use that operating
system's dump program. CP does not retrieve fages that exist only cn
the virtual machine's paging device.

Virtual Machine Enabled Loop

The virtual machine operator should perform the following sequence when
attempting to find the cause of an enabled loop:

1. Use the CP TRACE command to trace the entire loop. Display the PSW
and the general registers.

2. If your virtual machine has the Extended Control (EC) mode and the
EC option, also display the control registers.

3. Use the CP DUMP command to dump your virtual storage. CHS users
can use the debug DUMP subcommand. A standalone dump may be used,
but be aware that such a dump destroys the contents of some areas
of storage.
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4. Consult the source code to search for the faulty instructions,
examining previously executed modules if necessary. Begin by
scanning for instructions that set the condition code or branch cn
it.

5. If the manner of loop entry is still undetermined, assume that a
wild branch has occurred and begin a search for its origin.

WAIT

No processing occurs in the virtual machine when it is in a wait state.
When the wait state 1is an enabled one, an I/0 interrupt causes
processing to resume. Likewise, when the Contrcl Program is in a wait
state, its processing ceases.

CP Disabled Wait

—_— e i e—— e

A disabled wait state usually results from a hardware malfunction.
During the IPL process; normally correctable hardware errors may cause a
wait state because the operating system error recovery procedures are
not accessible at this point. These conditions are recorded in the
current PSW.

CP may be in an enabled wait state with channel 0 disabled when it is
attempting to acquire more free storage. Examine EC register 2 to see
whether or not the multiplexer channel is disabled. A severe machine
check could also cause a CP disabled wait state.

Three types of severe machine checks can cause the VM/370 Control
Program to terminate or cause a CP disabled wait state.
e An unrecoverable machine check in the control progran

e A machine check that cannot be diagnosed
e Timing facilities damage

A machine check error cannot be diagnosed if either the machine check
0ld PSW or the machine check interrupt code is invalid. These severe
machine checks cause the control program to terminate.

If a severe machine check or channel check caused a CP disabled wait
state, one of the following messages will appear:
DMKCCH603 CHANNEL ERROR, RUN SEREP, RESTART SYSTEM
DMKMCH612W MACHINE CHECK TIMING FACILITIES LCAMAGE; RUN SEREP

DMKMCT612W MACHINE CHECK TIMING FACILITIES DAMAGE; RUN SEREP
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If an unrecoverable machine check occurs 1in the control program, the
message

DMKMCH610W MACHINE CHECK SUPERVISOR DAMAGE
-—or—-
DMKMCT610W MACHINE CHECK SUPERVISOR DAMAGE
appears on the processor console. The control program is terminated and
enters a wait state 001 or wait state 013.
If the machine check handler cannot diagnose a certain machine check,
the integrity of the system is questionable. The message
DMKMCH611W MACHINE CHECK SYSTEM INTEGRITY LCST
-—0or-—-
DMKMCT611W MACHINE CHECK SYSTEM INTEGRITY LCST
appears on the processor console. The control program is terminated and

enters wait state 001 or wait state 013.

Hardware errors are probably the cause of these severe machine
checks. The system operator should run the CPEREP program and save the
output for the installation hardware maintenance personnel.

If the generated system cannot run on the real machine because of
insufficient storage, CP enters the disabled wait state with code 00D in
the PSW. The insufficient storage condition occurs if:

e The generated system is larger than the real machine size

e A hardware malfunction occurs which reduces the available amount of
real storage to less than that required by the generated system

The message
DMKCPIS9S55W INSUFFICIENT STORAGE FOR VNM/370
appears on the processor console.

If CP cannot continue because consecutive hardware errors are
occurring on one or more VM/370 paging devices, the message

DMKPAG415E CONTINUOUS PAGING ERRORS FROM DASD xxX

appears on the processor console and CP enters the disabled wait state
with code 00F in the PSW.

If more than one paging device is available, disable the device c¢n
which the hardware errors are occurring and IPL the system again. 1If
the VM/370 system is encountering hardware errors on its only paging
device, move the paging volume to another physical device and IPL again.

Note: This error condition may occur if the VM/370 paging volume was act
properly formatted.



The following procedure should be followed by the processor operator
to record the needed information.

1. Using the alter/display mode of the processcr console, display the
real PSW and CSW. Also, display the general registers and the
control registers.

2. Press the SYSTEM RESTART button in order to get a system abend dump.

3. IPL the systesn.

Examine this information and attempt to find what caused the wait.

If you cannot find the cause, attempt to reconstruct the situation that
existed just before the wait state was entered.

CP Enabled FWait

If you determine that CP is in an enabled wait state, but that no I/0
interrupts are occurring, there may be an error in the CP routine or CP
may be failing to get an interrupt from a hardware device. Press the
SYSTEM RESTART button on the operator's console to cause an abend dump
tc be taken. Use the abend dump to determine the cause of the enabled
(and noninterrupted) wait state. After the dump is taken, IPL the
systen.

Using the dump, examine the VMBLOK for each user and the real device,
channel, and control unit blocks. If each user is waiting because of a
request for storage and no more storage 1is available, there is an error
in CP. There may be looping in a routine that requests storage. Refer to
“Reading CP Abend Dumps" for specific information on how to analyze a CP
dump.

Virtual Machine Disabled Wait

The VM/370 Control Program does not allow the virtual machine to enter a
disabled wait state or certain interrupt loops. Instead, CP notifies
the virtual machine operator of the condition with one of the following
messages:

DMRDSP450W CP ENTERED; DISABLED WAIT PSW
DMKDSPUS1W CP ENTERED; INVALID PSW

DMKDSPU452W CP ENTERED; EXTERNAL INTERRUPT LOOP
DMKPRGU4S3W CP ENTERED; PROGRAM INTERRUPT LOOP

and enters the console function mode. Use the CP commands to display the
following information on the terminal.

PSW
CSw
General registers
Control registers

Then use the CP DUMP command to take a dump.
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If you cannot find the cause of the wait or lcop from the information
just gathered, try to reproduce the problem, this time tracing the
processing via the CP TRACE command.

If CMS is running in the virtual machine, the CMS debugging
facilities may also be used to display information, take a dump, or
trace the processing. The CMS SVCTRACE and the CP TRACE commands record
different information. Figure 7 compares the twc.

Virtual Machine Epabled Hait

If the virtual machine is in an enabled wait state, try to find out why
no I/0 interrupt has occurred to allow processing to resume.

The Control Program treats one case of an enabled wait in a virtual
machine the same as a disabled wait. If the virtual machine does not
have the "real timer" option and loads a PSW enabled only for external
interrupts, CP issues the message

DMEDSP450W CP ENTERED; DISABLED WAIT STATE

Since the virtual timer is not decreased while the virtual machine is
in a wait state, it cannot cause the external interrupt. A "real timer"
runs in both the problem state and wait state and can cause an external
interrupt which will allow processing to resume. The clock comparator
can also cause an external interrupt.

RSCS Virtual Machine Disabled Wait

Three disabled wait conditions can occur during the operation of the
RSCS component of VM/370. They can result from either hardware
malfunctions or system generation errors. CP notifies the RSCS operator
of the wait condition by issuing the message

DMEDSPUSOW CP ENTERED; DISABLED WAIT PSW
to the RSCS operator's console. Using CP commands, the operator can

display the virtual machine's PSW. The rightmost three hexadecimal
characters indicate the error condition.

WAIT STATE CODE X'001': 1If no RSCS message was issued, a program check
interrupt occurred during the execution of the program check handler. A
programming error is the probable cause.

If the RSCS message
DMTREX091T INITIALIZATION FAILURE —-- RSCS SHUTDOWN
was issued, RSCS operation has been terminated due to an error in the
loading of DMTAXS or DMTLAX. A dump of virtual storage is automatically

taken. Verify that the CMS files DMTAXS TEXT and DMTLAX TEXT are
correctly written and resident on the RSCS system-residence device.
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If the RSCS message
DMTREXCS0T PROGRAY CHECK IN SUPERVISOR —-- RSCS SHUTDOWN

was issued, the program check. handler has terminated RSCS due to a
progran check interrupt in other than a dispatched line driver. A dump
of virtual storage is automatically taken. 1A pregramming error is the
probable cause.

The wait state code is loaded by DMTREX at RSCS termination or
automatically during program check handling.

If neither of the 1last two messages was issued, use the CP DUMP
command to dump the contents of virtual storage. Do an IPL to restart
the systen. If the problem persists, notify the system support
personnel.

HAYT STATE CODE X'007': A program check interrupt has occurred during
initial processing, before the program check handler could be activated.
This may be caused by a programming error or by an attempt to load RSCS
into an incompatible virtual machine. The 1latter case can occur if the
virtual machine has (1) an incomplete instruction set, (2) 1less than
512K of virtual storage, or (3) does not have the required VM/370
DIAGNOSE interface support. The wait state code is loaded automatically
during the initial loading and execution of the RSCS supervisor, DMTINT,
DMTREX, DMTAXS, or DMTLAX.

Verify that the RSCS virtual machine configqguration has been correctly
specified and that the "retrieve subsequent file descriptor" function of
DIAGNOSE Code X'14' is supported. Dump the contents of virtual storage
via the CP DUMP command. If the problem persists, notify the
installation support personnel.

-———m

RSCS nucleus from DASD storage. This may be caused by a hardware
malfunction of the DASD. It may also be the result of an incorrect
virtual DASD definition, an attempt to use a system residence device
unsupported by RSCS, incorrect RSCS system generation procedures, or the
subsequent overwriting of the RSCS nucleus on the system residence
device. The wait state code is loaded by DMTINI after an attempt,
successful or not, to issue the message:

DMTINI4O02T IPL DEVICE READ I/O ERROR

Verify +that the RSCS system residence device has been properly
defined as a wvirtual DASD and that the real DASD is mounted and
operable. If the prcblem persists, dump virtual storage via the CP DUMP
command and notify the installation support personnel. The RSCS systenm
residence device may have to be restored or the RSCS system may have to
be regenerated.

RSCS Virtual Machine Enabled Wait

Whenever RSCS has no task ready for execution, DMTDSP loads a masked-on
wait state PSW with a code of hexadecimal zeros. This occurs during
normal RSCS operation and does not indicate an error condition. An
external interrupt due to command entry or an I/0 interrupt due to the
arrival of files automatically resumes processing.
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Figure 6. Summary of VM/370 Debugging Tools (Part 1 of
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Figure 6. Summary of VM/370 Debugging Tools (Part 12 of 5)
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Function | Comments | CP Command | CMS Command
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Comparison of CP and CMS Facilities for Debugging

If you are debugging problems while running CMS, you can choose the CP
or CMS debugging tools. Refer to Fiqure 7 for a comparison of the CP
and CMS debugging tools.

r

| Function | Cp { CMsS

{ beginning of the dump.

1
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| ; l
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Figure 7. Comparison of CP and CMS Facilities for Debugging
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An Overview of VM/370 Commands that Can Be
Used for Debugging

The VM/370 Control Program provides interactive commands that control
the VM/370 system and enable the user to control his virtual machine and
associated control program facilities., The wvirtual machine operator
using these commands can dather much the same information about his
virtual machine as the operator of a real machine gathers wusing the
processor console.

Several of these commands (for example, STORE or DISPLAY) examine or
alter virtual storage locations. When CP is in complete control of
virtual storage (as in the case of DOS, MFT, MVT, PCP, CMS, and RSCS)
these commands execute as expected. However, when the operating systenm
in the wvirtual machine itself manipulates virtual storage (as in the
case of 0S/Vsi1, 0S/VsS2, or DOS/VS) these CP commands should not be used.

This section presents an overview of the VM/370 commands used for
debugging. It supplements the preceding section which discussed
debugging procedures and techniques. Instructions for using the
commands discussed in this section are in the following publications:

e VM/370 CP Command Reference for General Users
VM/370 Operator's Guide
e VM/370 CMS Command and Macro Reference

The following categories of commands are discussed:

Commands that display VM/370 control information

Commands that set and query system features, conditions, and events
Commands that collect and analyze system information

Commands that trace events in virtual machines

Commands that alter the contents of storage

COMMANDS THAT DISPLAY OR DUMP VIRTUAL MACHINE DATRA

Commands that display or dump virtual machine data are: DUMP, VMDUMP,
DISPLAY, DCP, and DMCP.

The DUMP and DISPLAY commands of CP are privilege class G commands
and are wused to display control information describing the status of
virtual machines.

The DUMP command spools the following information to your virtual
printer:

Virtual program status word (PSW)

Gereral registers

Floating-point registers

Control registers (if your VM/370 directory has the ECMODE option)
Storage keys

Virtual storage locations (first-level storage only)

The DISPLAY command displays at your terminal the following kinds of
corntrol information:

e Virtual storage locations (first-level storage only)
e Storage keys

e General registers

s Floating-pcint registers
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Control registers

Program status word (PSW)

Channel address word (CAW)
Channel status word (CSW)

The DCP and DMCP commands of CP are privilege class C and E commands
and are used to display real storage locations. The DMCP command spools
the contents of real storage to your virtual printer. The DCP command
displays at your terminal the contents of real storage locations.

The class G VMDUMP command dumps virtual storage to a specified
reader spool file. VMDUMP provides the same dump information that the
DUMP command provides but in a different format. For example, if a byte
of storage contains X'00', DUMP records it in printable format, X*'FCOFO®;
VMDUMP records it as it appears 1in storage, X'00'. The VM/Interactive
Problem Control System Extensions program product can process records
written by VMDUMP. For a description of the format and contents of the
VMDUMP records, see "VMDUMP Records: Format and Content" in this
section.

)
b=

COMMANDS THAT SET AND QUERY SYSTEM FEATURES, CONDITIONS, AND EVENTS

The SYSTEM and SET commands set system-controlled functions and events;
the QUERY command allows you to determine the status of those settings.

The SYSTEM command is a privilege class G command that simulates the
RESET and RESTART buttons on the real computer console. It can also be
used to clear storage.

The functions of the SET command are described in detail in the
vM/370 Cp Command Reference for General Users. For debugging, the SET
command provides the MSG, WNG, and EMSG operands. These provide
messages that may be useful while you are debugging.

The SET MSG function determines whether you receive messages set by
other wusers via the MSG command. Also, the MSG operand determines
whether you receive messages from CP vwhen other users spocl reader,
printer, or punch files to your virtual machine.

The SET SMSG command turns on or off a wvirtual machines special
message flag. If the virtual machine has issued DIAGNOSE Code X'68!
(Authorize), this flag determines whether the virtual machine accepts or
rejects messages sent via the SMSG command -- when the flag is on,
messages are accepted.

The SET WNG function determines whether you receive warning messages
from the system operator.

The SET EMSG function controls error message handling. The EMSG
operand gives you the ability to specify that you want message code,
message text, or both to be displayed at your terminal. You can also
specify that no messages be displayed (except in the case where you have
spooled your console output).

When you are debugging, it is useful to have all messages displayed
at your terminal.

The QUERY command displays the status of features and conditions set
by the SET command for your wvirtual machine. ON is the default for the
MSG, WNG, and EMSG operands of the SET command; OFF is the default for
the SMSG operand. To verify these settings, use the QUERY command.
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CCMMANDS TC COLLECT AND ANALYZE SYSTEM INFORMATION
This section discusses five commands to collect and analyze system

information when you are debugging. These are the ADSTOP and BEGIN
commands and the LOCATE, MONITOR, and TRACE commands.

Stopping Virtual Machine Execution at a Specific Address

The ADSTOP command stcps the execution of a virtual machine at a
specific address; BEGIN causes the virtual machine to resume execution.

Execution halts when the instruction at the address specified in the
ADSTOP command is vreached. At this point, you may invoke other CP
debugging commands.

The address stop should be set after the program is loaded but before
it executes. When the specified 1location is reached during progran
execution, execution halts and the CP comrand environment 1is entered.
You may then enter other CP commands to examine and alter the status of
the progranm.

Set an address stop at a location where you suspect the error in the
program. You can then display the registers, control words, and data
areas to check the program at that point in 1its execution. This
procedure helps you locate program errors. You may be able to alter the
contents of storage in such a way that the program will execute
correctly. You <can then correct the error you have detected and, if
necessary, compile and execute the program again.

To successfully set an address stop, the virtual instruction address
must be in real storage at the time the ADSTOP command is issued.

Locating CP Control Blocks in Storage

Use the LOCATE command to find the address of CP control blocks
associated with a particular user, a user's device, or a real systenm
device. The control blocks and their functions are described in the
VM/370 Data Areas and Control Block Logic.

Once you know the location of the control blocks, you can examine
(DUMP or DISPLAY) the block you want to 1look at. When you want to
examine specific control blocks, use the LOCATE and DUMP or DISPLAY
commands to examine the control blocks instead of taking a dump. A
discussion of the most important fields of +the VMBLOK, VCUBLOK,
VDEVBLOK, RCHBLOK, RCUBLOK, and RDEVBLOK are included in "Reading CP
Abend Dumps."

COMMANDS THAT TRACE EVENTS IN VIRTUAL MACHINES

Use the TRACE command to trace the following virtual machine events:

SVC interruption
I/0 interruption
Program interruption
External interruption
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Non-I/0 privileged instructions

s10, SIOF, TIO, CLRIO, HIO, HDV, and TCH instructions.
Branch instructions

CCW and CSW instructions

The results collected by the TRACE command are spooled to your virtual
printer and to your terminal and/or real printer.
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COMMANDS THAT ALTER THE CONTENTS OF STORAGE

You can use the STORE, STCP, and ZAP commands to alter the contents of

Altering the Contents of Virtual Machine Storage

Use the STORE command to alter the contents of specified registers and
locations in virtual machine storage. The contents of the following can
be altered:

Yirtual machine storage locations (first-level virtual storage only)
General registers

Floating-point registers

Control registers (if available)

Program Status Word

The STORE STATUS command can save certain information contained in low
storage.

When debugging, vyou may find it advantageous to alter storage,
registers, or the PSW and then continue execution. This is a good
procedure for testing a proposed change. Also, you can make a temporary
correction and then continue to ensure that the rest of execution is
trouble-free. A procedure for using the STORE STATUS command when
debugging is as follows:

e Issue the STORE STATUS command before entering a routine you wish to
debug.

e When execution stops (because an address stop was reached or because
of failure), display the extended 1logout area. This area contains
the status that was stored before entering the routine.

e TIssue STORE STATUS again and display the extended logout area again.
You now have the status information before and after +the failure.
This information should help you solve the problemn.

Altering the Contents of Real Storage

Use the STCP command to alter the contents of real storage. The STCP
command cannot alter the real PSW or real registers.

Modifying or Dumping CMS MODULE, LOADLIB, or TXTLIB Files

Use the ZAP command to modify or dump MODULE, LOADLIB, or TXTLIB files.
ZAP can be used to modify either fixed- or variable-length MODULE files.
It is for use by system support personnel only.
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ZAP makes use of control records to control processing. These
records can be submitted either from the terminal or from a disk file.
Using the VER and REP control records, you can verify and replace
records or instructions in a control section (CSECT). Using the DUMP
control record, you can dump all or part of a CSECT, an entire member of
a LOADLIB or TXTLIB file, or an entire MODULE file.

Debugging CP on a Virtual Machine

Many CP problems can be isolated without standalone machine testing. It
is possible to debug CP by running it in a virtual machine. In most
instances, the virtual machine system is an exact replica of the systenm
running on the real machine. To set up a CP system on a virtual
machine, use the same procedure that is used to generate a CP system on
a real machine. However, remember that the entire procedure of running
service programs is now done on a virtual machine. Also, the virtual
machine must be described in the #eal VM/370 directory. See YM/370
Operating Systems in a- Virtual Machine for directions on how to set up
the virtual machine.

CP Internal Trace Table

CP has an internal trace table that records events that occur 1in the
real machine. The events that are traced are:

External interruptions

SVC interruptions

Program interruptions

Machine check interruptions

I1/0 interruptions

Free storage requests

Release of free storage

Entry into scheduler

Queue drop

Run user requests

Start I/0

Unstack I/0 interruptions

Storing a virtual CSW

Test I/0

Halt Device

Unstack IOBLOK or TRQEBLOK

NCP BTU (Network Control Program Basic Transmission Unit)
Spinning on a lock (attached processor environment)
SIGP (X'13')

Clear Channel instruction

An installation may optionally specify the size of the CP trace
table. To do so, use the SYSCOR macro instruction in module DMKSYS.
Information on using this macro instruction is in the ¥M/370-Planmring:
and System Generation Guide.

If an installation does not specify the trace table size or the size
specified is smaller than the default size, CP assigns the default size.

For each 256K bytes (or part thereof) of real storage available at
IPL time, one page (4096 bytes) is allocated to the CP trace table.
Each entry in the CP trace table is 16 bytes 1long. There are trace
table entries for each type of event recorded. The first byte of each
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trace table entry, the identification code, identifies the type of event
being recorded. Figure 8 describes the format of each type of trace
table entry.

Some trace table entries are generated by ECPS:VM. The first bit cf
these entries 1is set to 1 to indicate the entry was generated by the
hardvare assist. For example, a trace table entry of type X'86' (FREE)
is the same as an entry of type X'06'. The only difference is that the
first entry was generated by the hardware assist.

The +trace table 1is allocated by the main initialization routine,
DMKCPI. The first event traced is placed in the lowest trace table
address. Each subsequent event is recorded in the next available trace
table entry. Once the trace table is full, events are recorded at the
lovest address (overlaying the data previously recorded there). Tracing
continues with each new entry replacing an entry from a previous cycle.

Use the trace table to determine the events that preceded a CP systeam
failure. An abend dump contains the CP internal trace table and the
Fointers to it. The address of the start of the trace table, TRACSTRT,
is at location X'0C'. The address of the byte following the end of the
trace table, TRACEND, is at location X'10'. And the address of the next
available trace table entry, TRACCURR, is at 1lccation X'14'. Subtract
16 bytes (X'10') from the address stored at X*'14° (TRACCURR) to obtain
the trace table entry for the last event completed.

The CP internal trace table is initialized during IPL. If you do not
wish to record events in the trace table, issue the MONITOR STOP command
to suppress recording. The pages allocated tc the trace table are not
released and recording can be restarted at any time by issuing the
MONITOR START command. If the VM/370 system should abnormally terminate
and automatically restart, the tracing of events on the real machine
will be active. After a VM/370 IPL (manual or automatic), CP internal
tracing is always active.
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your virtual machine cannot continue, it terminates ard, in some cases,
attempts to issue a dump. In the VM/370 environment, the problenm
progras -dump -always -goes to . .the. virtual printer.  Depending _on
installation operating procedures, the virtual machine operating system
dump may also go to the virtual printer. A CLOSE must be issued to the
virtual printer to have either dump print on the real printer.

The third type of dump occurs when the CP system cannot continue.
The CP abnormal termination dumps can be directed to a printer or tape
or be dynamically allocated to DASD. If the dump is directed to a tape,
the dumped data must fit on one reel of tape. Multiple tape volumes are
not supported by VM/370. The historical data on the tape is in print
line format and can be processed by user-created programs or via CMS

commands. Specify the output device for CP abend dumps with the CP SET
command. :

When the CP abend dump is sent to a disk, use the CMS VMFDUMP command
to print the dump on the real printer.

Use the VMFDUMP command to format and print a current or previous
VM/370 system abend dump. Specify

VMFDUMP
to obtain a complete formatted, hexadecimal printout.
When the dump has been printed, one of two messages will be printed.
DUMP FILE - DUMP xx - PRINTED AND KEPT
-— or -

DUMP FILE - DUMP xx -~ PRINTED AND ERASED.

HOW TO PRINT A CP ABEND DUMP FROM TAPE

When the CP abend dump is sent to a tape, the records are 131 characters
long, unblocked, and contain carriage control characters.

To print the tape, first make sure the tape drive is attached to your
system. Next, define the printer and tape file.
FILEDEF ddnamel PRINTER (RECFM FM LRECL 131)

FILEDEF ddname2 {TAPZ} (DEN 1600 RECFM U LRECL 132)
TAP1

Then use the MOVEFILE command to print the tape:

MOVEFILE ddnameZz ddnamel

An extended form of the . VNFDUMP command may be used via the
facilities of IPCS (Inteéractive Probleéid Control System) by Field
Engineering Program Systems Representatives, and by installation system
programmers. For information on IPCS, refer to the publication YM/370-
Interactive Problem Control System (IPCS) User's Guide.
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Reading CP Abend Dumps

Two types of printed dumps occur when CP abnormally ends, depending upon
the options specified in the CP SET DUMP command. When the dump is
directed to a direct access device, VMFDUMP must be used to format and
print the dump. VMFDUKP formats and prints:

Control blocks

General registers

Floating-point registers

Control registers

TOD (Time-of-Day) Clock

Processor Timer

Storage

If in attached processor mode, formats and prints both PSAs' storage

Storage is printed in hexadecimal notation, eight words to the line,
with EBCDIC translation at the right. The hexadecimal address of the
first byte printed on each line is indicated at the left.

If the CP SET DUMP command directed the dump to tape or the printer,
the printed format of the dump is the same as with VMFDUMP, except that
the control blocks are not formatted and printed. If the system was an
attached processor, all of the registers, etc., are printed for the
abending processor. Also, each PSA is printed before printing main
storage.

When the Control Program can no longer continue and abnormally
terminates, you must first determine the condition that caused the
abend, and then find the cause of that condition. You should know the
structure and function of the Control Program. "Part 2: Control Program
(CP)" contains information that will help you understand the major
functions of CP. The following discussion on reading CP dumps includes
many references to CP control blocks and control block fields. Refer to
VM/370 Data Areas and Control Block Logic for a description of the CP
control blocks. Figure 9 shows the CP control block relationships.
Also, you will need the current load map for CP to be able to identify
the modules from their locations.

REASON FOR THE ABEND

Determine the immediate reason for the abend. You need to examine
several fields in the PSA (Prefix Storage Area), to find the reason for
the abend. 1In a uniprocessor system, the PSA is in locations 0 to 4095.
In an attached processor system, each processor has its own PSA.

1. Examine the program old PSW and ©program interrupt code to find
whether or not a program check occurred in CP. The program o0ld PSW
(PROPSW) is located at X'28' and the program interrupt code (INTPR)
is at X'8E", If a program check has occurred in supervisor mode,
use the CP system 1load map to identify the module. If you cannot
find the module using the load map, Trefer to "Identifying a
Pageable Module." Figure 47 in "Appendix A: System/370
Information" describes the format of an Extended Control PSWH.
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Examine the SVC o0ld PSW, the SVC interrupt code, and the abend code
to find whether or not a CP routine issued an SVC 0. The SVC old
PSW (SYCQOPSW) is located at ¥'20', +the SVC interrupt code {(INTSVC)
is at X'8A', and the abend code (CPABEND) is at X'374°'.

The abend code (CPABEND) is a fullword. The first three bytes
identify the module that issued the SVC 0 and the fourth byte is a
binary field whose value indicates the reascn for issuing an SVC 0.

Use the CP system 1load map to identify the module issuing the SVC
0. If you cannot find the module using the CP system 1load map,
refer to "Identifying a Pageable Module". Figure 47 in Appendix 2
describes the format of an Extended Control PSHW.

Examine the o014 PSW at X'08'. If an abnormal termination occurs
because the operator pressed the system restart button, the old PSW
at location X'08' points to the instruction that was ezecuting when
CP recognized +the abnormal termination. Figure 47 in Appendix A
describes the format of an Extended Control PSW.

For a machine check, examine the machine check o013 PSW and the
logout area. The machine check 0ld PSW (MCOPSW) is found at X'30¢
and the fixed 1logout area is at X'100'. Also examine the machine
check interrupt code (INTMC) at X'ES8'.

COLLECT INFORMATION

Examine several other fields in the PSA to analyze the status of the
system. As you progress in reading the dump, you may return to the PSA
to pick up pointers to specific areas (such as pointers to the real
control blocks) or to examine other status fields.

The following areas of the PSA may contain useful debugging

information.

1.

CP Running Status Field

The CP running status is stored in CPSTAT at location X'348'. The
value of this field indicates the running status of CP since the
last entry to the dispatcher.

Value of

_CPSTAT_ Cosments
X'80" CP is in wait state
X'40" CP is running the user in RUNUSER
Xxv20¢ CP is executing a stacked request
X'08? CP is running in supervisor state

Current User

The PSW that was most recently loaded by the dispatcher is saved in
RUNPSW at location X'330', and the address of the dispatched VMBLOK
is saved in RUNUSER at location X'338'. Also, examine the contents
of control registers 0 and 1 as they were when the last PSW vas
dispatched. See RUNCRO (X'340') and RUNCR1 (X*'3u44') for the
control registers. ‘ ’
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Also, examine the CP internal trace table to determine the events
that preceded the abnormal termination. Start with the 1last event
recorded in the trace table and read backward through the trace table
entries. The last event recorded is the last event that was completed.

The TRACSTRT field (location X'0C') contains the address of the start
of the trace table. The TRACEND field (location X'10') contains the
address of the byte following the end of the trace table. The address
of the next available trace table entry is found in the TRACCURR field
(location X'14'). To find the last recorded trace table entry, subtract
X'10' from the value at location X'14°'. The result is the address of
the last recorded entry. Figure 8, earlier in this section, describes
the format of each type of trace table entry.

Note: If the system was in attached processor mode, the trace table
pointers are in absolute page zero.

REGISTER USAGE

In order to trace control blocks and modules, it is necessary to know
the CP register usage conventions.

The 16 general registers have many uses that vary depending upon the
operation. The following table shows the use of some of the general
registers.

Register Contents
GR 1 The virtual address to be translated.
GR 2 The real address or parameters.
GR 6,7,8 The virtual or real channel, ccntrol unit, and device
control blocks.
GR 10 The address of the active IOBLOK.

GR 14, 15 The external branch linkage.

The following general registers usually contain the same information.

Register Contents
GR 11 The address of the active VMBLOK.
GR 12 The base register for the module executing.
GR 13 The address of the current save area if the module was

called via an SVC.

Use these registers along with the CP control blocks and the data in
the prefix storage area to determine the error that caused the CP abend.

SAVE AREA CONVENTIONS

There are three save areas that may be helpful in debugging CP. If a
module was <called by an SVC, examine the SAVEAREA storage area.
SAVEAREA is not in the PSA; the address of the SAVEAREA is found in
general register 13. If a module was called by a branch and link, the
general registers are saved in the PSA in an area called BALRSAVE
(X'240'). The DMKFRE save area and work area is also in the PSA: these
areas are used only by +the DMKFREE and DMKFRET routines. The DMKFRE
save area (FREESAVE) is at location X'280' and its work area (FREEWCRK)
follows at location X'2CO'.



Save areas used by attached processor support are DUMPSAVE, SIGSAVE,
LOKSAVE, MFASAVE, SWTHSAVE, LOCKSAVE, and SVCREGS. These save areas are
all in the PSA. All except LOCKRSAVE and and SVCREGS are 16 words in

size.

Use the save areas to trace backwards and find the previous module
executed.

1. SAVEAREA

An active save area contains the caller's return address in
SAVERETN (displacement X'00'). The caller's base register is saved
in SAVER12 (displacement X'04'), and the address of the save area
for the caller is saved in SAVER13 (displacement X'08'). Using
SAVER13, you can trace backwards again.

2. BALRSAVE

A1l the general registers are saved in BALRSAVE after tranching and
linking (via BALR) to another routine. Look at BALR14 for the
return address saved, BALR13 for the caller's save area, and BALR12
for the «caller's base register, and you can trace module control
backwards.

3. FREESAVE

A1l the general registers are saved in TFREESAVE before DMKFRE
executes. Use this address to trace module control backwards.

Field Contents

FREER15 The entry point (DMKFREE or DMKFRET).

FREER14 The saved return address.

FREER13 The caller's save area (unless the caller was called via

BALR) .
FREER12 The caller's base register.
FREER1 Points to the block returned (for calls to DMKFRET).
FREERO Contains the number of doublewords requested or returned.

4. DUMPSAVE

A1l the general registers at the time of the error are saved in
DUMPSAVE (displacement X'500') before DMKDMP is called. They are
saved by DMKPSA after a restart, by DMKSVC after an SVC 0O, and by
DMKPRG. The registers are stored in DUMPSAVE in the order GRO
through GR15. GR12 wusually contains the base register for the
module executing at the time of the error.

5. SIGSAVE

SIGSAVE (displacement X'540') is used as a save/work area by
DMKEXT, an attached processor-only module that handles all
signaling requests. When a signal request is issued, DMKEXTSP is
called. On entry, DMKEXTSP stores GR12 through GR15, and GRO
through GR6. GR7 through GR11 are not saved. The remainder of
SIGSAVE is used as a work area. GR14 contains the caller's return
address.
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6. LOKSAVE

All the general registers are stored in LOKSAVE (displacement
X'580") before DMKLOK executes. DMKLOK is an attached
processor-only module that manipulates certain attached
processor-only locks. The registers are stored in the order GRO
through GR15. GR14 contains the caller's return address.

7. MFASAVE

All the general registers are stored in MFASAVE (displacement
X'5C0') Dbefore DMKMCTMA eXxecutes. DMKMCTMA is the entry into
DMKMCT, an attached processor-only module,that handles malfunction
alert interrupts. The registers are stored space in the order GRO
through GR15. GR14 and GR15 contain the caller's return address.

8. SWTHSAVE
A1l the general registers are stored in SWTHSAVE (displacement
X'600') by DMKSTK and DMKVMASW. DMKVMASW is an entry that is used
only in an attached processor system to switch a user's page table
pointers. The registers are stored in the order GRO through GR15.
GR14 contains the caller's return address. All entries to DMKSTK
store registers GRO through GR15 in SWTHSAVE.

9. LOCKSAVE
LOCKSAVE (displacement X'640') is a four-word save area used by the
LOCK macro to save GR14, GR15, GRO, and GR1 if the SAVE option of
the LOCK macro is specified.

10. SVCREGS

SVCREGS (displacement X'650') is a four-word save area used to save
GR12 through GR15 at the time of an SVC interrupt.

VIRTUAL AND REAL CONTROL BLOCK STATUS

Examine the virtual and real control blocks for more information on the
status of the CP system. Figure 9 describes the relationship of the CP
control blocks; several are described in detail in the following
Faragraphs.

VMBLOK

The address of the VMBLOK is in general register 11.
Examine the following VMBLOK fields:
1. The wvirtual machine running status is contained in VMRSTAT

(displacement X'58'). The value of this field indicates the
running status:
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Value of

VURSTAT  Comments
X'80°" Waiting -- executing console function
X140 Waiting -- page operation
X*'20°* Waiting —-- scheduled IOBLOK start
X*10° Waiting —— virtual PSW wait state
X'08¢" Waiting -- instruction simulation
xro4r User not yet logged on
Xt02" User logging off
xto1 Virtual machine in idle wait state

The virtual machine dispatching status 1is contained in VMDSTAT
(displacement X'59'). The value of +this field indicates the
dispatching status:

Value of
VHDSTAT Comments
X'80¢ Virtual machine is dispatched RUNUSER
X140 Virtual machine is compute bound
X120 Virtual machine in-queue time slice end
Xxv10° Virtual machine in TIO/SIO busy loop
X'08" Virtual machine runnable
X'04r Virtual machine in a queue
xro2 Virtual machine in eligible 1list
X'01 Reflect an external interrupt to a virtual machine

Examine the virtual PSW and the 1last virtual machine privileged
instruction. The virtual machine PSW is saved in VMPSW
(displacement X'A8') and the virtual machine privileged or tracing
instruction is saved in VMINST (displacement X'98').

Find the name of the last CP command that executed in VMCOMND
(displacement X' 148').

Check the status of I/0 activity. The focllowing fields contain
pertinent information.

a. VMPEND (displacement X'63') contains the interrupt pending
summary flag. The value of VMPEND identifies the type of

interrupt.
Value of
_VMPEND_  Comments
X'80° Deferred task waiting for system lock
(attached processor mode)
X'40° Virtual PER (Program Event Recording)
interrupt pending
X'20° Virtual program interrupt deferred
x*1o0° Virtual SVC interrupt deferred
X'08! Virtual pseudo page fault pending
X102 Virtual I/0 interrupt pending
x'01 Virtual external interrupt pending



b. VMFSTAT (displacement X'68') contains the virtual machine

features.

Value of

‘VHFSTAT Comments
X'80°" virtual block multlplexer channles
X¥40°¢ Autopoll handshake option in use
X'20°" User requested virtual timer request

Value of

VMHLVL2 Comments
X'80°' Receiving all informaticnal messages

C. VMIOINT (displacement X'6A') contains the I/0 interrupt pending
flag. Each bit represents a <channel (0 through 15). An
interrupt pending is indicated by a 1 in the corresponding bit
position.

Value of

VMIOINT Comments

10000000 00000000 Interrupt pending channel 0
01000000 00000000 Interrupt pending channel 1

00000000 00000001 Interrupt pending channel 15

d. VMIOACTV (displacement X'36') is the active channel mask. An
active channel is indicated by a 1 in the corresponding bit
position.

VCHBLOK

The address of the VCHBLOK table is found in the VMCHSTRT field
(displacement X'18') of the VMBLOK. General register 6 contains the
address of the active VCHBLOK. Examine the following fields:

1. The virtual channel address is contained in VCHADD (displacement
X'00').

2. The status of the virtual channel is found in the VCHSTAT field
(displacement X'06'). The value of this field indicates the virtual
channel status:

Value of

YCHSTAT Comments

X180°" Virtual channel busy

X'40°" Virtual channel class interrupt pending
X'01¢ Virtual channel dedicated

3. The value of the VCHTYPE field (displacement X'07') indicates the
virtual channel type:

Value of

VCHTYPE Comments

Xr80? Virtual selector channel
X'40°? Virtual block multiplexer
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CUBLOK

The address of the VCUBLOK table is found in the VCUSTRT field
(displacement X'1C') of the VMBLOK. General register 7 contains the
address of the active VCUBLOK. Useful information is contained in the
following fields:

1. The wvirtual control unit address 1is found in the VCUADD field
(displacement X'00').

2. The value of the VCUSTAT field (displacement X'06') indicates the
status of the virtual control unit:

Value of

JCUSTAT Comments

X'80° Virtual subchannel busy

X*40? Interrupt pending in subchannel

X120 Virtual control unit busy

X*10° Virtual control unit interrupt pending
x108? Virtual control unit end pending

X'04? Virtual control unit active

3. The value of the VCUTYPE field (displacement X'07') indicates the
type of the virtual control unit:

Value of
VCUTIYPE Comments
X'80°" Virtual control unit on shared subchannel
X140 Virtual control unit 1is a channel-to-channel
adapter
YDEVBLOK

The address of the VDEVBLOK table is found in the VMDVSTRT field
(displacement X'20') of the VMBLOK. General register 8 contains the
address of the active VDEVBLOK. Useful information is contained in the
following fields:

1. The virtual device address 1is found in the VDEVADD field
(displacement X'00%).

2. The value of the VDEVSTAT field (displacement X'06') describes the
status of the virtual device:

Value of

VDEVSTAT Comments

X'80? Virtual subchannel busy

x40 Virtual channel interrupt pending

X'20° Virtual device busy

X*'10* Virtual device interrupt pending

x'08" Virtual control unit end

X'04? Virtual device not ready

xX'o2! Virtual device attached by console function

X'01 VDEVREAL is dedicated to device RDEVBLOK
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3. The value of the VDEVFLAG field (displacement X'07') indicates the
device-dependent information:

Value of
YDEVFLAG

Comments-
Virtual
DASD --
Virtual
Console
DASD --
DASD --
Console
DASD --
Console
virtual

read-only devlce
2701/2702/2703 device ——
TDISK space allocated by
2701/2702/2703 device ——
-— activity spooled

2311 device simulated on
2311 device simulated on

line emable
Cp
line connected

top half of 2314
bottom half of 2314

and spooling device —- proce551ng first CCW

executing standalone seek

-— delay spooling
device is being attached

RESERVE/RELEASE are valid CCW operation codes
Present attention with a single interrupt
Virtual device sense bytes present

4. The VDEVCSW field (displacement X'08') contains the virtual channel
status word for the last interrupt.

S. The VDEVREAL field (displacement X'24') contains the pointer to the
real device block, RDEVBLOK.

6. The VDEVIOB field (diéplacement X'34') contains

active 10BLOK.

7. For console devices, the value

X'26') describes the virtual comnsole flags:

Value of
YDEVCFLG
X'80°?
Xr40¢*
Xv20"
x'10?
X'08?

Comments

the pointer to the

of the VDEVCFLG field (displacement

User signalled attention tcc many times

Last CCW

processed was a TIC

Data transfer occurred during this channel program
Virtual console function in progress
Automatic carriage return on first read

8. For spooling devices, the value of the VDEVSFLG field (displacement
X*27') describes the virtual spooling flags:

Value of
VYDEVSFLG

comments

Spcol output —- transferred to VSPXXUSR
Spool device —— continuous operation

Hold output -- save input

Spcol output —- for user and distribution
Spool input ——- set unit exception at EOF

Terminal output required for spooled console

Device closed by console function

Spcol output —-- purge file at close
Spocol input —- device opened by DIAGNOSE
Spcol output —— DMKVSP entered via SVC
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9. For output spooling devices, the VDEVEXTN field (displacenment
X'10') contains the pointer to the virtual spool extension block,
VSPXBLOK.

10. The value of the VDEVFLG2 field (displacement X'38') describes the
Reserve/Release flags.

Value of

YDEVFLG2 Comments

X'80°* Process virtual Reserve/Release commands

X'40° Minidisk reserved by VDEVUSER

X120°" VDEVBLOK to get device end when minidisk released
X*10? virtual I/0 waiting for release on minidisk

11. For Reserve/Release minidisks, VDEVRRB (displacement X'3C') contains
the address of the VRRBLOK.

RCHBLOK

The address of the first RCHBLOK is found in the ARIOCH field
(displacement X'3B4') of the PSA (Prefix Storage Area). General register
6 contains the address of the active RCHBLOK. Examine the following
fields:

1. The real channel address is found in the RCHADD field (displacement
X'00").

2. The value of the RCHSTAT field (displacement X'04') describes the
status of the real channel.

Value of

RCHSTAT Comments

X'80' Channel busy

X*'40' I0B scheduled on channel
X'20' Channel disabled

X'01' Channel dedicated

3. The value of the RCHTYPE field (displacement X'05') describes the
real channel type:

Value of

RCHTYPE Comments

X'80' Selector channel

X'40' Block multiplexer channel
X'20' Byte multiplexer channel

X'01' S/370 type channel (S/370 instruction support)

4, The RCHFIOB field (displacement X'08') is the pointer to the first
IOBLOK in the gqueue and the RCHLIOB field (displacement X'0C') is
the pointer to the last IOBLOK in the queue.
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RCUBLOK

The address of the first RCUBLOK 1is found in +the ARIOCU field
(displacement X'3B8') of the PSA. General register 7 points to the
current RCUBLOK. Examine the following fields:

1. The RCUADD field (displacement X'00') contains the real control
unit address.

2. The value of the RCUSTAT field (displacement X'04') describes the
status of the control unit:

Value of

RCUSTAT Comments

X'80" Control unit busy

X140 IOB scheduled om control unit

X'20° Control unit disabled

X'o08° RCUCHA to RCHBLOK path not available
Xtour RCUCHB to RCHBLOK path not available
X2 RCUCHC to RCHBLOK path not available
X'01 RCUCHD to RCHBLOK path not available

3. RCUCHA (displacement X'10') points to the Primary RCHBLOK.

4, RCUCHB (displacement X'14') points to the first alternate RCHELOK.
5. RCUCHC (displacement X'18') points to the second alternate RCHBLOK.
6. RCUCHD (displacement X'1C') points to the third alternate RCHBLOK.

7. The value of the RCUTYPE field (displacement X'05') describes the
type of the real control unit:

Value of

RCUTYPE Comments

X'80°" This control unit can attach to only one subchannel
X140 Subordinate control unit

X*01¢ TCU is a 2701

X102 TCU is a 2702

X103 TCU is a 2703

8. The RCOFIOB field (displacement X'08') points to the first IOBLCK
in the queue and the RCULIOB field (displacement X'0C') points to
the last IOBLOK in the queue.

RDEVBLOK

The address of the first RDEVBLOK is found in the ARIODV field
(displacement X'3BC') of the PSA. General register 8 points to the
current RDEVBLOK. Also, the VDEVREAL field (displacement X'24°') of each
VDEVBLOK contains the address of the associated RDEVBLOK. Examine the
following fields of the RDEVBLOK:

1. The RDEVADD field (displacement X'00') ccntains the real device
address.
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2.

3.

The values

of the RDEVSTAT (displacement X'04') and

RDEVSTAZ2

(displacement X'45') fields describe the status of the real device:

Value of

The value of
device flags.

Value of

Value of
RDEVFLAG
X'o2
X101
X'80°?
X140
Xt20°
X'10°
X'08?
X104
X102
X'01
X'80°"
X'40°"
X120"
Xt10¢
X'08?
X'04r
X102
X'01°

Comments

Device busy

I0OB scheduled on device

Device disabled (offline)

Device reserved

Device in intensive error reccrding mode
Device intervention required

Graf-IOBLOK pending; queue requests
Dedicated device (attached to a user)

Comments

Active device is being reset
Device is busy with the channel
Contingent connection present
Logdrop/loghold indicated

the RDEVFLAG field (displacement X'05') indicates
These flags are device-dependent.
Comments
DASD —- ascending order seek queuing

DASD -- volume preferred for paging

DASD -- volume attached to system

DASD —-— CP-owned volume

DASD —— volume mounted but not attached
Console —— terminal has print suppress
Console —- terminal executing prepare command
Console —-- IOBLOK pending; queue request
Console —-- 2741 terminal code identified
Console -- device is enabled
Console -- next interrupt from a halt I/0
Comments

Console —- device is to be disabled
Console —— 370X NCP resource in EP mcde
Spooling —- device output drained

Spooling —— device output terminated

Spooling —- device busy with accounting
Spooling —— force printer to single space
Spooling —-- restart current file

Spooling —- backspace the current file
Spooling —- print/punch job separator

Spooling —- UCS buffer verified

Special —- network control program is active
Special —- 2701/2702/2703 emulation program is active
Special —- 370X is in buffer slowdown mode
Special —— automatic dump/load is enabled
Special -- IOBLOK is pending; gqueue requests
Special -- emulator lines are in use by systenm
Special —- automatic dump/load process is active
Special -- basic terminal unit trace requested



10.

1.

12.

Aprii 1, 1981

value of the RDEVTYPC field (displacement X*'06') describes tke
type class and the value of the RDEVTYPE field (displacement
X'07') describes the device type. Refer to Figure 10 for the list

of possible device type class and device type values.

The RDEVAIOB field (displacement X'24') contains the address of the
active IOBLOK.

The RDEVUSER field (displacement X'28') points +to the VMBLOK for a
dedicated user.

The RDEVATT field (displacement X'2C') contains the attached
virtual address.

The RDEVIOER field (displacement X'48') contains the address of the
IOERBLOK for the last CP error.

For spooling unit record devices, the RDEVSPL field (displacement
X'18') points to the active RSPLCTL block.

For real 370X Communications Controllers, several pointer fields
are defined. The RDEVEPDV field (displacement X'1C') points to the
start of the free RDEVBLOK list for EP lines. The RDEVNICL field
{(displacement X'38') points to the network control list and the
RDEVCKPT field (displacement X'3C') points to the CKPBLOK for
re-enable. Also, the RDEVMAX field (displacement X'2E') is the
highest valid NCP resource name and the RDEVNCP field (displacement
X'30') is the reference name of the active 3705 NCP.

For terminal devices, additional flags are defined. The value of
the RDEVTFLG field (displacement X'3E') describes the additional
flags:

Value of

RDEVIFLG  Comments

X180 Terminal -- logon process has been initiated
X0t Terminal -- terminal in reset process
X120 Terminal -- suppress attention signal

X' 80" Graphic -- screen full, in hold status
Xvuo! Graphic -- screen full, more data waiting
X120 Graphic -- screen in running status

X110 Graphic -- read pending for screen input
Xxro8? Graphic -- last input not accepted

Xxrour Graphic -- timer request pending

X102 Graphic -- CP command interrupt pending

For terminals, an additional flag is defined. The value of the
RDEVTMCD field (displacement X'46¢) describes the 1line code
translation to be used:

Value of

RDEVTNCD  Comments

X'10¢ ASCII -- 8 level keyboard
xtoct APL correspondence keyboard
X'08¢ APL PTTC/EBCD keyboard
x'out Correspondence keyboard
X'00! PTTC/EBCD keyboard
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—

IDEVICE CLASS CODES

Code Device Class

X'80! Terminal Device

Xxrgoe Graphics Device

X' 20! Unit Record Input Device
Xxv1o0! Unit Record Output Device

Xr 08" Magnetic Tape Device

Xroy Direct Access Storage Device
Xv02" Special Device

DEVICE TYPE CODES

e For Terminal Device Class

Code Device Iype ;
X' 80" Binary Synchronous Line for Remot
X140 2700 Binary Synchronous Line

X140 2955 Communication Lline

Xv20" Telegraph Terminal Control Type II
X*20¢ Teletype Terminal

X'10" IBM Terminal Control Type I

X'18° IBM 2741 Communication Terminal
xr18? IBM 3767 Communication Terminal
Xt1u IB¥ 1050 Data Communication Systen
Xt1c! Undefined Terminal Device

X'01 Dial Feature

X'00°? IBM 3210 Comnsole

X' 00" IBM 3215 Console

Xro0r IBM 2150 Console

X' 00! IBM 1052 Comnsole

X'00' IBM 7412 Console

e Por Graphics Device Class

Code Device Type

X' 80! IBM 2250 Display Onit
Xx'ty0! IBM 2260 Display Station
Xt20° IBM 2265 Display Station
Xt10° IBM 3066 Console

X*08? IBM 1053 pPrinter

X0y IBM 3138 System Console
X' 04! IBM 3148 System Console
Xxrout IBM 3158 System Console
X' ou? IEM 3275 Display Station
X' oy IBM 3276 Display Station
XTout IBM 3277 Display Station
X101 IBM 3278 Display Station
Xto2! IBM 3284 printer

Xt02¢! IBM 3286 Printer

X' 02! IBM 3287 Printer

X102 IBM 3288 Printer

X102 IBM 3289 Printer
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Figqure 10. CP Device Classes, Types, Models, and Features (Part 1 of 3)
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For Unit Record 'Input Device Class

Code Device Iype

Xegor Card Reader

X'81¢ IBM 2501 Card Reader

xv82¢ IBM 2540 Card Reader

X' 840 IBM 3505 Card Reader

X188 IBM 1442 Card Reader/Punch
Xt 90" IBM 2520 Card Reader/Punch
Xry0r Timer

X'20° Tape Reader

X121 IBM 2495 Magnetic Tape Cartridge Reader
Xv22¢ IBH 2671 Paper Tape Reader
X124 IBM 1017 Paper Tape Reader

For Unit Record Output Device Class

Code Device Type

X' 80! Card Punch

Xv182¢ IBM 2540 Card Punch

Xr 84 IBM 3525 Card Punch

X' 88¢ IBM 1442 Card Punch

X' 90! IBM 2520 Card Punch

xra0? Printer

X141 IBM 1403 Printer

Xxry2e IBM 3211 Printer

Xr4y3e IBM 3203 Printer

X4y IBM 1443 Printer

Xr1ys5e IBM 3800 Printing Subsystem
X'20? Tape Punch

X' 24 IBM 1018 Paper Tape Punch

For Magnetic Tape Device Class

Code- Device Tape

X'80¢" IBM 2401 Tape Drive
X'40¢ IBM 2415 Tape Drive
X120 IBM 2420 Tape Drive
X*10* IBY 3420 Tape Drive

X' 08¢ IBM 3410/3411 Tape Drive

For Direct Access Storage Device Class

Code Device Type

X' 80! IBM 2301 Parallel Drum

X' 80" IBM 2303 Serial Drum

X' 80 IBM 2311 Disk Storage Drive

X' 80! IBM 2321 Data Cell Drive

Xru0r IBM 2314 Disk Storage Facility
Xt40r IBM 2319 Disk Storage Facility
X*10? IBM 3330 Disk Storage Facility
X'10° IBM 3333 Disk Storage and Control
X' 08" IBM 3350 Disk Storage Facility
Xr102¢ IBM 2305 Fixed Head Storage Device
JARINR IBM 3340 Disk Storage Facility

e o o e o o e e o — - — - —— = o}

Fiqure 10. CP Device Classes, Types, Models, and Features (Part 2 of

("%}
~—
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e For Special Device Class

Code Device Type

X' 80! Channel—to-Channel Adapter (CTCA)

X140 370X Programmable Communications Controller
X120 3851 Mass Storage Controller

X1our SRF (7443) device

Xto1! Device unsupported by VM/370

MODEL CODES (Column 35 in Accounting Card)
As specified in the RDEVICE macro at system generation.
FEATURE CODES (Column 36 in Accounting Card)
e TFor Printer Devices

o]
'

Feature
ucs

=0

de
01!

e For Magnetic Tape Devices

Code Feature

X1 80" T-Track

x40 Dual Density
X120 Translate

Xr10¢ Data Conversion

e For Direct Access Storage Devices

Code Feature

X' 80" Rotational Position Sensing (RPS)

X140 Extended Sense Bytes (24 bytes)

X120 Top Half of 2314 Used as 2311

X*10¢ Bottom Half of 2314 Used as 2311

xt08? 35MB Data Module (mounted)

Xroge 70MB Data Module (mounted)

Xr102° Reserve/Release are valid CCW operation codes
X'01! 3330V virtual MSS volume
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Code Feature
X*10! Type I channel adapter for 370X
X120 Type II channel adapter for 370X

Figure 10. CP Device Classes, Types, Models, and Features (Part 3 of 3)
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IDENTIFYING AND LOCATING A PAGEABLE MODULE

If a program check PSW or SVC PSW points to an address beyond the end of
the CP resident nucleus, the failing module is a pageable module. The
CP system load map identifies the end of the resident nucleus.

Go to the address indicated in the PSW. Backtrack to the beginning
of that page frame. The first eight bytes of that page frame (the page
frame containing the address pointed to by the PSW) contains the name of
the first pageable module 1loaded into the page. If multiple modules
exist within the same page frame, identify the module using the load map
and failing address displacement within the ©page frame. In most cases,
register 12 will point directly to the nanme.

To locate a pageable module whose address is shown in the load map,
use the system VMBLOK segment and page tables. For example, if the
address in the load map is 55000, use the segment and page tables to
locate the module at segment 5, page 5.

VMDUMP RECORDS: FORMAT AND CONTENT

When a user issues the VMDUMP command, CP dumps virtual storage of the
user's virtual machine. CP stores this dump on the reader spool file of
a virtual machine that the user specified as an operand on the VMDUMP
command.

CP writes the storage dump to the spool file as a series of logical
records. FEach spool file record and each 1logical dump record is
4096-bytes long. However, because each spool file record contains a
header, one logical dump record does not fit into one spool file record.
For this reason, CP splits a logical dump record into two parts. CP
writes one part to one spool file record and the other part to an
adjacent spool file record. The size of each part varies depending upon
the amount of space remaining in the spool file record that CP is
currently using. Thus, each logical dump record spans two spool file
records. Fiqure 10.17 shows the format of spool file reccrds, the format
of logical dump records, and how logical dump records span spool file
records.

The first spool file record contains a spool page buffer 1linkage
block (SPLINK) followed by a TAG area followed by dump information. All
other spool file records contain only a SPLINK followed by dump
information.

A SPLINK, which contains data needed to 1locate information in the
associated spool file record, has the following format:

hexadecimal
offset length content
0 4 bytes the DASD location (DCHR) of the next page
buffer
4 4 bytes the DASD location (DCHR) of the previous
page buffer
8 4 bytes binary zeros
c 4 bytes the number of data records in the buffer
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The TAG area contains either binary zeros or user supplied data. If
a virtual machine program or the user has issued the TAG command, the
TAG area contains the information provided via this command. Otherwvise
it contains binary zeros.

The first logical dump record contains a dump file information record
(DMPINREC). The second and third logical dump records each contain a
dump file key storage record, DMPKYREC1 and DMPKYREC2 respectively. The
dump file key storage records contain the value of the storage keys
assigned to each page of virtual storage. The remaining 1logical dump
records contain the virtual machine storage dump.

CP records the storage dump sequentially starting with the lowest
address dumped and ending with the highest address dumped. CP records
each byte as an untranslated 8-bit binary value.

For a description of the format and contents of DMPINREC, see VM/370-
Data Areas and Control Block logic. For a description of DMPKYREC1 and
DMPKYREC2, see DMPKYREC also in the Data Areas and Ceontrol Bleck Legic:
publication.

Locating Logical Dump Records

To locate a specific logical dump record, use the algorithnm:

240+16n+4096n

vhere: n-is a number that identifies the dump record. For example, to
locate the first dump record, assign n a value of 1; to locate
the second record, assign n a value of 2, and so forth.
loc is the quotient and remainder of the algorithm. Together
these values specify a spool file record and an offset into that
record where 1logical dump record n begins. The quotient
specifies the spool file record, and the remainder specifies the
offset into the spool file record.

The following example shows how to 1locate the third logical dump
record:

240+ (16x3)+ (4096x3)

loc =
4096
12576
loc = —===--
4096

quotient = 3
remainder = 288
Thus, the third dump record starts 288 bytes into the third spool file

record.
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first logical

L L]
| 1
| header dump record |
| |
|first spool ;0 116 1256 4095 ;'1
{file record | SPLINK | TAG | DMPINREC I 1
| L [
{ 16 240 3840 {
{ bytes bytes bytes |
| |
| first logical |
| dump record second logical |
| header {(continued) dump record {
i — ~ |
{second spool |0 {16 1272 4095 | |
{file record ! SPLINK | DMDINREC ! DMPRYREC1 11
! 1 | (continued) | 1 1
| ¢ (|
| 16 256 i 3824 i
| bytes bytes | bytes {
{ |
l I
| second logical . i
| dump record third logical {
| header (continued) dump record |
l r v |
{third spool 10 116 1288 4095 | |
{file record | SPLINK | DMPKYREC1 | DMPKYREC2 i1
| | { (continued) | I 1
| ¢ (I
| 16 272 3808 |
| bytes bytes bytes |
| |
| |
| third logical 1
| dump record fourth logical |
| header (continued) dump record |
| v ) J l
| fourth spool {0 116 1304 4095 | {
jfile record { SPLINK | DMPKYREC2 i virtual machine [
i [ { (continued) | storage dump (|
| L 11
{ 16 288 3792 \
| bytes bytes bytes |
| {
| |
| fourth logical |
| dumnp record fifth logical (
| header (continued) dump record 1
I ) 1 '
{ fifth logical |0 116 {320 4095 | |
{dump record | SPLINK | wvirtual machine| virtual machine (|
| | | storage dump i storage dump I 1
| L i1
{ 1€ 304 3776 !
| bytes bytes bytes |
[N ]
Figure 10.1. VMDUMP Record Format
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Debugging with CMS

This section describes the debug tools that CMS provides. These tools
can be used to help you debug CMS or a problem program. In addition, a
CMS user can use the CP commands to debug. Information that is often
useful in debugging 1is also included. The following topics are
discussed in this section:

CMS debugging commands
Load maps

Reading CMS dumps
Control block summary

CMS Debugging Commands
CMS provides two commands that are useful in debugging: DEBUG and
SVCTRACE. Both commands execute from the terminal.
The debug environment is entered whenever:
e The DEBUG command is issued

A breakpoint is reached
e An external or program interrupt occurs

CMS will not accept other commands while in the debug environment.
However, while in the debug environment, subcommands of the DEBUG
command can be used to:

e Set breakpoints (address stops) that stop program execution at
specific locations.

e Display the contents of the CAW (channel address word), CSW (channel
status word), old PSW (program status word), or gemneral registers at
the terminal.

e Change the contents of the control words (CAW, CSW, and PSW) and
general registers.

e Dump all or part of virtual storage at the printer.

e Display the contents of "up to 56 bytes of virtual storage at the
terminal.

e Store data in virtual storage locations.
e Allow an origin or base address to be specified for the program.
e Assign symbolic names to specific storage locatioms.

e Close all open files and I/0 devices and update the master file
directory.

e Exit from the debug environment.
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The SVCTRACE command records information for all SVC calls. When the
trace 1is terminated, the information recorded up to that point is
printed at the system printer.

In addition, several CMS commands produce or print load maps. These
load maps are often used to 1locate storage areas while debugging
progranms. :

DEBUG

The DEBUG command provides support for debugging programs at a terainal.
The virtual machine operator can stop the Fprogram at a specified
location in order to examine and alter virtual storage, registers. and
various control words. Once CMS is in the debug environment, the
virtual machine operator can issue the various DEBUG subcommands.
However, in the debug environment, all of +the other CMS <commands are
considered invalid.

Any DEBUG subcommand may be entered if CMS is in the debug
environment if the keyboard is unlocked. The following rules apply to
DEBUG subcommands:

1. No operand should be longer than eight characters. All operands
longer than eight characters are left-justified and truncated on
the right after the eighth character.

2. The DEFINE subcommand must be used to create all entries 1in the
DEBUG symbol table.

3. The DEBUG subcommands can be truncated. The following is a list of
all valid DEBUG subcommands and their minimum truncation.

Minimum
Subcommand Truncation

BREAK BR
CAW CAW
CS¥ CsS¥W
DEFINE DEF
DUMP DU
GO GO
GPR GPR
HX HX
ORIGIN OR
PSW PSW
RETURN RET
SET SET
STORE ST
X X

One way to enter the debug environment is to issue the DEBUG command.
The message

DMSDBG7281I DEBUG ENTERED
appears at the terminal. Any of the DEBUG subcommands may be entered.
To continue normal processing, issue the RETURN subcommand. Whenever a

program check occurs, the DMSABN routine gains control. Issue the DEBUG
conmand at this time if you wish CMS to enter the debug environment.
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Whenever a breakpoint is encountered, a program check occurs. The
message

DMSDBG728I DEBUG ENTERED
BREAKPOINT YY AT XXXXX

appears on the terminal. Follow the same procedure to enter subcommands
and resume processing as with a regular program check.

An external interrupt, which occurs when the CP EXTERNAL command is
issued, causes CMS to enter the debug environment. The message

DMSDBG728I DEBUG ENTERED
EXTERNAL INTERRUPT

appears on the console. Any of the DEBUG subcommands may be issued. To
exit from the debug environment after an external interrupt, use GO.

While CMS is in the debug environment, the control words and low
storage locations contain the debug program values. The debug progranm
saves the control words and low storage contents (X'00' through X'100')
of the interrupted routine at location X'CO'.

Nu'cleus Load Maip

Each time the CMS resident nucleus is loaded on a DASD and an IPL can be
performed on that DASD, a load map is produced. Save this load map. It
lists the virtual storage 1locations of nucleus-resident routines and
work areas. Transient modules will not be included in this 1load map.
When debugging CMS, you can locate routines using this map.

The load map may be saved as a disk file and printed at any time. A
copy of the nucleus load map is contained on the system with file
identification of 'filename NUCMAP.' To determine the filename, issue
the command

LISTFILE * NUCMAP *
To obtain a copy of the current nucleus load map, issue the command

PRINT filename NUCMAP filemode

Figure 11 shows a sample CMS load map. Notice that the DEBUG work
area (DBGSECT) and DMSINM module have been located.
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FILE: LOAD CMSMAP
INVALILC CARD...:READ
%
*
*

*

DMSNUC AT 000000
DMSNUCU AT 002800
NUCON AT 000000
SYSREF AT 000600
FEIBM AT 000274
CMNDLINE AT 0007A0
SUBFLAG AT 00OSE9
IADT AT 000644
CEVICE AT 00026C
CEVTAB AT 000C90
CONSOLE AT 000c90
ADISK AT 000CA0Q
DDISK AT 000CDO
SDISK AT 000C1C
YDISK AT 000C20
TABEND AT OCGODFO
ADTSECT AT OOOCFO
AFTSTART AT 001200
EXTSECT AT 001500
EXTPSW AT 0015A8
IOSECT AT 0015D0
IONTABL AT 001610
PGMSECT AT 001660
PIE AT 001668
SVCSECT AT 0016F8
DIOSECT AT 001998
FVS AT 0C1A88
ADTFVS AT O001EBUS8
KXFLAG AT 001C2F
UFCBUSY AT 001C2E
CHMSCVT AT 001cC80
CBGSECT AT 001r8¢
CMSERT AT 002098
CMSFRT AT 002208
DMSABW AT 002258
OPSECT AT 002800
CMSERL AT 002935
TSOBLKS AT 0023BO
SUBSECT AT 002a40
USERSECT AT 002ADS8
INVALID CARD...:READ
ABBREV AT 003000
USABRY AT 0030D0
INVALID CARD...:READ
CMSTIMER AT 003200
GETCLK AT 003200
DMSINM AT 003200
INVALID CARD...:READ
TAPEIO AT 003308
DMSTIC AT 003308

C

DMSNUC
UPLIB
CMSLIB
OSMACRO
DMSNUC

DMSINA

DHSINHM

DMSTIOC

TEXT
MACLIB
MACLIB
MACLIB
ASSEMBLE

TEXT

TEXT

TEXT

Figure 11. Sample CMS Load Map

CONVERSATIONAL MONITOR SYSTEM

C1 CHMS191
D1 CMS191
D1 CMS191
Y2 CMS19E
C1 SOURCE

9/21/72
9/21/72
9/21/72
7/19/72
9/18/72

C1 CMS191 nm/dd/yy

C1 CHS191 nm/dd/yy

C1 CMS191 mr/dd/yy
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9:01
8:47
8:44

18:11
23:09

15:37

20:36

10:33
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Load Map

The load map of a disk-resident command module contains the location of
control sectiocns and entry points 1loaded into storage. It may also
contain certain messages and card images of any invalid cards or replace
cards that exist in the loaded files. The loadmap is contained in the
third record of the MODULE file.

This load map is useful in debugging. When wusing the Debug
environment to analyze a program, use the program's load map to help in
displaying information.

There are two ways to get a load map.

1. When loading relocatable object code into storage, make sure that
the MAP option is in effect when the LOAD command is issued. Since
MAP is the default option, just be sure +that NOMAP is not
specified. A load map is then created on the primary disk each
time a LOAD command is issued.

2. When generating the absolute image form of files already loaded
into storage, make sure that the MAP option is in effect when the
GENMOD command is issued. Since MAP is the default optiomn, just be
sure that NOMAP is not specified. 1Issue the MODMAP command to type
the load map associated with the specified MODULE file on the
terminal. The format of the MODMAP command is:

r
| MODmap | filename

filename is the module whose map is to be displayed. The filetype must
be MODULE.

Reading CMS Abend Dumps

If an abend dump is desired when CMS abnormally terminates, the terminal
operator must enter the DEBUG command and then the DUMP subcommand. The
dump formats and prints:

General registers

Extended control registers

Floating—-point registers

Storage boundaries with their corresponding storage protect key
Current PSW

Selected storage

Storage is printed in hexadecimal representation, eight words to the
line, with EBCDIC translation at the right. The hexadecimal storage
address corresponding to the first byte of each line is printed at the
left.
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When CMS can no longer continue, it abnormally terminates. To debug
CMS, first determine +the condition that caused the abend and then find
why the condition occurred. In order to find the cause of a CHS
problem, you must be familiar with the structure and functions of CMS.
Refer to M"Part 3: Conversational Monitor System (CMS)" for functional
information. The following discussion on reading CMS dumps refers to
several CMS <control blocks and fields in the control blocks. Refer to
the VM/370 Data Areas and Control Block Logic for details on CMS control
blocks. Figure 12 shows the CMS control block relationships. You will
also need a current CMS nucleus load map in order to analyze the dump.

REASON FOR THE ABEND

Determine the immediate reason for the abend and identify the failing
module. The abend message DMSABN148T contains an abend code and failing
address. The VM/370 System Messages manual 1lists all the CMS abend
codes, identifies the module that caused the module +to abend, and
describes the action that should be taken whenever CMS abnormally
terminates.

You may have to examine several fields in the nucleus constant area
(NUCON) of low storage.

1. Examine the program o0ld PS¥W (PGMOPSW) at lcocation X'28', Using the
PSW and current CMS load map, determine the failing address.

2. Examine the SVC old PSW (SVCOPSW) at location X'20°'.

3. Examine the external old PSW (EXTOPSW) at location X'18'. 1If the
virtual machine operator terminated CMS, this PSW points to the
instruction executing when the termination request was recognized.

4. PFor a machine check, examine the machine check o0ld PSW (MCKOPSW) at

location X'30'. Refer to Figure 47 in "Appendix A: System/370
Information" for a description of the PSW.
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DMSNUC

USERSECT

SUBSECT

TSOBLKS

OPSECT FCBIO \r—l:ree Storage

DMSABW

600 | V(FVS) V(OPSECT) CMSCB

608 | VIDEVTAB) V(FSTLKP) DMSFRT

610 [ viDmsiNm) VIESTLKW)

618 | V(PIE) V(IADT) DMSERT

620 | VIUSERSECT) | V(DMSDIOR)

628 | VIDMSSCNN) | A(0) DBGSECT (Debug work area! 10BDCBPT | 10BECBPT
630 | V(TABEND) | V(SUBSECT) CVTSECT(Some fields are filled in ’///,,,—/’ f/”,,//
638 [ A(0) V(DMSDI10OW) atIPL.)

640 | viomssMnsT)| V(ADTSECT) Vs

648 [ VIFREE) V(FRET)

650 | VIDMSPIOCC) | V(PGMSECT) DIOSECT bcs Dece
658 | V(IOSECT) V(DMSDBD)

660 | VIDIOSECT) | VIDMSABNUA SVCSECT

668 | V(DMSERL) V{DMSCRD)

670 | VIDMSFREB) | VISVCSECT) PGMSECT

678 | VIADTLKP) V(DMSAUDUP \OSECT /\

680 | A(0) V(OSRET)

688 [ VICMSRET) V{DMSSCNO) EXTSECT

690 [ vIDMSEXC) V(DMSLDRA) AFT

AFTSECT (Create when the file is
opened. There is room for 5 AFTs in
DMSNUC, others are in free storage.)

698 | VIADTLKW) V(USABRV)
6A0 | VIEXTSECT) V(SCBPTR)

continued

6A8 ] Al0) HO' | HO ADTSECT (Space is allocated when
6B0 { V(IDMSLAF) V{DMSLAFNX DMSNUC is assembled, fields are

filled in when ACCESS command is
688 | VIDMSLAFFE)|] V(DMSLAFFT) issued. There is one ADT entry for
6CO | VIADTNXT) V{DMSTRK) each of the 10 possible disks.)

6C8 | VIDMSTRKX) | VIDMSTQQ)
6D0 | viDMSTQQX) | V(DMSERS)

DEVTAB

6D8 | V(TYPSRCH) V{DMSAUD) Terminal Buffers and Saveareas

6EO0 | V(KILLEX) V{(DMSFNST) CMSAVE LDRST
6E8 | VIDMSBRD) V(DMSBWR) SYSREF

6F0 | V(DMSFNS) V(DMSSTTE)

MACDIRC and TXTDIRC

6F8 | V(IDMSSTTW) V(POINT)

NUCON

Figure 12. CMS Control Blocks

COLLECT INFORMATION

Examine several other fields in NUCON to analyze the status of the CMS
system. As you proceed with the dump, you may return to NUCONWN to pick up
pointers to specific areas (such as pointers to file tables) or to
examine other status fields. The complete contents of NUCON and the
other CMS control blocks are described in the VM/370 Data Areas and
Control Block Logic. The following areas of NUCON may contain useful
debugging information.

erte ruide
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Save Area for Low Storage

Before executing, DEBUG saves the first 160 bytes of low storage in a
NUCON field called LOWSAVE. LOWSAVE begins at X'CO'.

Register Save MArea

DMSABN, the abend routine, saves the user's floating-point and
general registers.

Field Location Contents

FPRLOG X*160" User floating-point registers
GPRLOG X1180¢ User general registers

ECRLOG X'1C0* User extended control registers
Device

The name of the device causing the last I/0 interrupt is in the
DEVICE field at X'26C'.

Last Two Commands or Procedures Executed

Field Location Contents

LASTCMND X*'2A0! Last CMS command issued

PREVCMND X'2A8!? Next to last CMS command issued
LASTEXEC X'2BO? Last EXEC procedure invoked
PREVEXEC X'2B8! Next to last EXEC procedure invoked

Last Module Loaded into Free Storage and the Transient Area

The name of the last module loaded into free storage via a LOADMOD is
in the field LASTLMOD (location X'2C0'). The name of the last module
loaded into the transient area via a LOADMOD is in the field LASTTMOD
(location X'2C8').

Pointer to CMSCB

The pointer to the CMSCB is in the FCBTAB field located at X'5CO0°'.
CMSCB contains the simulated 0S control blocks. These simulated O0S
control blocks are in free storage. The CMSCB contains a PLIST for
CMS I/0 functions, a simulated Job File Control Block (JFCB), a
simulated Data Event Block (DEB), and the first in a chain of I/0
Blocks (I0Bs).

The Last Command

The last command entered from the terminal 1is stored in an area
called CMNDLINE (X'7A0'), and its corresponding PLIST is stored at
CMNDLIST (X'848').

External Interrupt Work Area

EXTSECT (X'1550') is a work area for the external interrupt handler.
It contains: T T : - o ’

~- The PSW, EXTPSW (X'15F8!')
-- Register save areas, EXSAVE1 (X'15B8!')
-- Separate area for timer interrupts, EXSAVE (X'1550?")
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e I/0 Interrupt Work Area

IOSECT (X*1620') is a work area for the I/0 interrupt handler. The
oldest and newest PSW and CSW are saved. Also, there 1is a register
save area.

e Program Check Interrupt Work Area

PGMSECT (X'16B0') is a work area for the program check interrupt
handler. The o0ld PSW and the address of register 13 save area are
stored in PGMSECT.

e SVC Work Area
SVCSECT (X'1748') is a work area for the SVC interrupt handler. It

also contains the first four register save areas assigned. The SFLAG
(X*1758') indicates the mode of the called routine.

Value of

_SFLAG_ _ Description
X180 SVC protect key is zero
Xr4o0! Transient area routine
Xxt20° Nucleus routine
Xto1e Invalid reentry flag

Also, the SVC abend code, SVCAB, is located at X'175A°'.

e Simulated CVT (Communications Vector Table)

The CVT, as supported by CMS, is CVTSECT (X'1CC8*'). Only the fields
supported by CMS are filled in.

e Active Device Table and Active File Table

For file system problems, examine the ADT (Active Device Table), or
AFT (Active File Table) in NUCON.

REGISTER USAGE

In order to +trace control blocks and modules, it is important to know
the CHMS register usage conventions.

Register Contents

GR1 Address of the PLIST

GR12 Program's entry point

GR13 Address of a 12-doubleword work area for an SVC call
GR14 Return address

GR15 Program entry point or the return code

The preceding information should help you to read a CMS dump. If it
becomes necessary to trace file system control blocks, refer to Figure
37 in "Part 3. Conversational Monitor System" for more-information. With
a dump, the control block diagrams, and a CMS load map you should be
able to find the cause of the abend.
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Part

Part 2. Control Program (CP)

contains the following information:
Introduction to VM/370

Program States

Using Processor Resources

Interruption Handling

Functional Information

Performance Guidelines

Virtual Machine Assist Feature

VM/370 Extended Control-Program Support
Performance Observation and Analysis
Accounting Information

Generating Named Systems and Saving Systenms
The Virtual Machine Communication Facility
VM/VS Handshaking

Timers

DIAGNOSE Instruction

CP Conventions

How To Add a Comnsole Function

How To Add a New Print or Forms Buffer Image
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VM/370

The VE/370 Control Program manages the resources of a single computer in
such a manner that multiple computing systems appear to exist. Each
"yirtual" computing system, or virtual machine, is the functional
equivalent of an IBM System/370.

A virtual machine is configured by recording appropriate information
in the VM/370 directory. The virtual machine configuration includes
counterparts of the components of a real IBM System/370:

A virtual operator's console
Virtual storage

A virtual processor

Virtual I/0 devices

CP makes these components appear real to whichever operating systenm
is controlling the work flow of the virtual machine.

The wvirtual machines operate concurrently via wmultiprogramming
techniques. CP overlaps the idle time of one virtual machine with
execution in another.

Each virtual machine is mnanaged at two levels. The work to be done
by the virtual machine is scheduled and controlled by some System/360 or
System/370 operating systen. The concurrent execution of multiple
virtual machines is managed by the Control Program.

VM/370 performs some functions differently when running in attached
processor mode. For a description of the additional processing performed
when in attached processor mode, see VM/370 System Logic and Problenm
Determination Guigde.

Introduction to the VM/370 Control Program

A virtual machine is created for a user when he logs c¢n VM/370, on the
basis of information stored in his VM/370 directory entry. The entry
for each user identification includes a list of the virtual input/output
devices associated with the particular virtual machine.

Additional information about the virtual machine is kept in the
VM4/370 directory entry. Included are the VHM/370 command privilege
class, accounting data, normal and maximum virtual storage sizes,
dispatching priority, and optional wvirtual machine characteristics such
as extended control mode.

The Control Program supervises the execution of virtual machines by
(1) permitting only problem state execution except in its own routines,
and (2) receiving control after all real computing system interrupts.
CP intercepts each privileged instruction and simulates it if the
current program status word of the issuing virtual wmachine indicates a
virtual supervisor state; 1if +the wvirtual machine is executing in
virtual problem state, the attemft to execute the privileged instruction
is reflected to the virtual machine as a program interrupt. All virtual
machine interrupts (including those caused by attempting privileged
instructions) are first handled by CP, and are reflected to the virtual
machine if an analogous interrupt would have occurred on a real machine.
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VIRTUAL MACHINE TIME MANAGEMENT

The real processor simulates multiple virtual processors. Virtual
machines that are executing in a conversational manner are givem access
to the real processor more frequently than those that are not; these
conversational machines are assigned the smaller of two possitble time
slices. CP determines execution characteristics of a virtual machine at
the end of each time slice on the basis of the recent frequency of its
console requests or terminal interrupts. The virtual machine is queued
for subsequent processor utilization according to whether it is a
conversational or nonconversational user of system resources.

A virtual machine can gain control of the processor only if it is not
waiting for some activity or resource. The virtual machine itself may
enter a virtual wait state after an input/output operation has begun.
The virtual machine cannot gain control of the real processor if it is
waiting for a page of storage, if it is waiting for an input/output
operation to be translated and started, or if it is waiting for a CP
command to finish execution.

A virtual machine can be assigned a priority of execution. Priority
is a parameter affecting the execution of a particular virtual machine
as compared with other virtual machines that have the same general
execution <characteristics. Priority is a parameter in the virtual
machine's VM/370 directory entry. The system operator can reset the
value with the privilege class A SET command.

VIRTUAL MACHINE STORAGE MANAGEMENT

The normal and maximum storage sizes of a virtual machine are defined as
part of the virtual machine configuration in the VM/370 directory. You
may redefine virtual storage size to any value that is a multiple of UK
and not greater than the maximum defined value. VM/370 implements this
storage as virtual storage. The storage may appear as paged or unpaged
to the virtual machine, depending upon whether or not the extended
control mode option was specified for that virtual machine. This option
is required if operating systems that control virtual storage, such as
0S/¥S1 or VM/370, are run in the virtual machine.

Storage in the virtual machine 1is logically divided into 4096-byte
areas called pages. A complete set of segment and page tables is used
to describe the storage of each virtual machine. These tables are
updated by CP and reflect the allocation of virtual storage pages to
tlocks of real storage. These page and segment tables allow virtual
storage addressing in a System/370 machine. Storage in the real machine
is logically and physically divided into U4096-byte areas called page
frames.

Only referenced virtual storage pages are ket in real storage, thus
optimizing real storage utilization. Further, a page can be brought into
any available page frame; the necessary relccation is done during
program execution by a combination of VM/370 and dynamic address
translation on the System/370. The active pages from all 1logged on
virtual machines and from the pageable routines of CP compete for
available page frames. When the number of page frames available for
allocation falls below a threshold value, CP determines which virtual
storage pages currently allocated to real storage are relatively
inactive and initiates suitable page-out operaticns for them.
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Inactive pages are kept on a direct access storage device. If an
inactive page has been changed at some time during virtual machine
execution, CP assigns it to a paging device, selecting the fastest such
device with available space. If the page has not changed, it remains
allocated in its original direct access 1location and is paged into real
storage from there the next time the virtual machine references that
Page. A virtual machine program can use the DIAGNOSE instruction to
tell CP that the information from specific pages of wvirtual storage is
no longer needed; CP then releases the areas of the paging devices which
were assigned to hold the specified pages.

Paging is done on demand by CP. This means that a page of virtual
storage is not read (paged) from the paging device to a real storage
block until it is actuvally needed for virtual machine execution. CP
makes no attempt tc anticipate what pages might te regquired by a virtual
machine. While a paging operation is performed for one virtual machine,
another virtual machine can be executing. Any paging operation
initiated by CP is transparent to the virtual machine.

If the virtual machine is executing in extended control mode with
translate on, then two additional sets of segment and page tables are
kept. The virtual machine operating system is responsible for mapping
the virtual storage created by it to the storage of the virtual machine.
CP uses this set of tables and the page and segment tables created for
the virtual machine at logon time to build shadow page tables for the
virtual machine. These shadow tables map the virtual storage created by
the virtual machine operating system to the storage of the real
computing system. The tables created by the virtual machine operating
system may describe any page and segment size permissible in the IEH
System/370.

Storage Protection

VM/370 provides both fetch and store protection for real storage. The
contents of real storage are protected from destruction or misuse caused
by erroneocus or unauthorized storing or fetching by the program.
Storage is protected from improper storing or from both improper storing
and fetching, but not from improper fetching alone.

When protection applies to a storage access, the key in storage is
compared with the protection key associated with the request for storage
access. A store or fetch is permitted only when the key in storage
matches the protection key.

When a store access is prohibited because of protection, the contents
of the protected location remain unchanged. On fetching, the protected
information is not loaded into an addressable register, moved to another
storage location, or provided to an I/0 device.

When a processor access is prohibited because of protection, the
operation is suppressed or terminated, and a prcgram interruption for a
protection exception takes place. When a channel access is prohibited,
a protection—-check condition is indicated in the channel status word
(CSW) stored as a result of the operatiomn.
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When the access to storage is inhibited by the processor, and
protection applies, the protection key of the processor occupies bit
positions 8-11 of the PSW. When the reference is made by a channel, and
protection applies, the protection key associated with the I/O operation
is used as the comparand. The protection key for an I/0O operation is
specified in bit positions 0-3 of the channel-address word (CAW) and is
recorded in bit positions 0-3 of the channel status word (CSW) stored as
a result of the I/0 operation.

To use fetch protection, a virtual wmachine must execute the Set
Storage Key (SSK) dinstruction referring to the data areas to be
protected, with the fetch protect bit set on in the key. VM/370
subsequently:

1. Checks for a fetch protect violation in handling privileged and
nonprivileged instructions.

2. Saves and restores the fetch protect bit (in the virtual storage
key) when writing and recovering virtual machine pages from the
paging device.

3. Checks fcr a fetch protection violation on a write CCW (except for
spooling or console devices).

The CMS nucleus resides in a shared segment. This presents a special
case for storage protection since the nucleus must be protected and
still shared among many CMS users. In order to protect the CMS nucleus
in the shared segment, user programs and disk-resident CMS commands run
with a different key than the nucleus code.

Storage and Processor Utilization

The system oferator may assign the reserved page frames option to a
single virtual machine. This option, specified by the SET RESERVE
command, assigns a specific amount of the storage of the real machine to
the virtual machine. CP will dynamically build up a set of reserved
real storage page frames for this virtual machine during its execution
until the  maximum number "reserved®"™ is reached. Since the pages of
other virtual machines are not allocated from this reserved set, the
effect is that most of the active pages of the selected virtual machine
remain in real storage.

During CP system generation, the installation may specify an option
called virtual=real. With this option, the virtual machine's storage is
allocated directly from real storage at the time the virtual machine
logs on (if it has the VIRT=REAL option in its directory). All pages
except page zero are allocated to the corresponding real storage
locations. In order to control the real computing system, real page
zero must be controlled by CP. Consequently, the real storage size must
be large enough to accommodate the CP nucleus, the entire virtual=real
virtual machine, and the remaining pageable storage requirements of CP
and the other virtual machines.

The virtual=real option improves performance in the selected virtual
machine since it removes the need for CP paging operations for the
selected virtual machine. The virtual=real opticn is necessary whenever
programs that contain dynamically modified channel programs (eXcepting
those of 0S ISAM and 0S/VS TCAM Level 5) are to execute under control of
CP. For additional information on running systems with dynamically
modified channel programs, see "Dynamically Modified Channel Programs"
in ¥Part 1. Debugging with VM/370.%
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VIRTUAL MACHINE I/O MANAGEMENT

A real disk devicé <¢an be shared among multiple virtual machines.
Virtual device sharing is specified in the VM/370 directory entry or by
a user command. If specified by +the user, an appropriate password must
be supplied before gaining access to the virtual device. A particular
virtual machine may be assigned read-only or read/write access to a
shared disk device. CP checks each virtual machine input/output
operation against the parameters in the virtual machine configuration to
ensure device integrity.

Virtual Reserve/Release support can be used to further enhance device
inteqgrity for data on shared minidisks. Reserve/Release operation codes
are simonlated on a virtual basis for minidisks, including full-extent
minidisks. For details on Reserve/Release support, refer to the ¥YM/370-
System Logic and Problem Determination Guide.

The virtual machine operating system is responsible for the operation
of all virtual devices associated with it. These virtual devices may be
defined in the VM/370 directory entry of the virtual machine, or they
may be attached to (or detached from) the virtual machine's
confiquration, dynamically, f£for the duration of the terminal session.
Virtual devices may be dedicated, as when mapped to a fully equivalent
real device; shared, as when mapped to a minidisk or when specified as a
shared virtual device; or spooled by CP to intermediate direct access
storage.

In a real machine running under control of 0S, input/output
operations are normally initiated when a problem program requests 0S to
issue a START I/0 instruction to a specific device. Device error
recovery is handled by the operating system. In a virtual machine, OS
can perform these same functions, but the device address specified and
the storage locations referenced will both be virtual. It is the
responsibility of CP to translate the virtual specifications to real.

Virtual I/0 can be initiated by either processor; however, all real
I/0 regquests nust be executed by the main processor, and all I/0
interrupts must be received on the main processor (the processor with
I/0 capability). Any I/0 requests by the attached processor (the
processor without I/0 capability) are transferred to the main processor.

In addition, the interrupts caused by the input/output operation are .
reflected to the virtual machine for its interpretation and processing.
If input/output errors occur, CP records them but does not initiate
error recovery operations. The virtual machine operating system must
handle error recovery, but does not record the error (if SVC 76 is
used) .

Input/output operations initiated by CP for its own purposes (paging
and spooling), are perforped directly and are not subject to
translation.

Virtual machines may access data on MSS mass storage volumes using
that virtual machine's standard 3330 device support. MSS cylinder
faults, and associated asynchronous interruptions, are transparent to
the virtual machine in this situation.
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Dedicated Channels

In most cases, the I/0 devices and control units on a channel are shared
among many virtual machines as minidisks and dedicated devices, and
shared with CP system functions such as paging and spooling. Because of
this sharing, CP has to schedule all the I/0 requests to achieve a
balance between virtual machines. In addition, CP must reflect the
results of the subsequent I/0 interruption to the appropriate storage
areas of each virtual machine.

By specifying a dedicated channel (or channels) for a virtual machine
via the Class B ATTACH CHANNEL command, the CP channel scheduling
function is bypassed for that virtual machine. A virtual machine
assigned a dedicated channel has that channel and all of its devices for
its own exclusive use. CP translates the virtual storage 1locations
specified in channel commands to real locations and performs any
necessary paging operations, but does not perform any device address
translations. The virtual device addresses on the dedicated channel
must match the real device addresses; thus, a minidisk cannot be used.

SPOOLING FUNCTIONS

A virtual anit record device, which is mapped directly to a real unit
record device, is said to be dedicated. The real device is then
controlled completely by the virtual machine's operating systenm.

CP facilities allow multiple virtual machines to share unit record
devices. Since virtual machines controlled by CMS ordinarily have
modest requirements for unit record input/output devices, such device
sharing 1is advantageous, and it is the standard mode of systenm
operation.

Spooling operations cease if the direct access storage space assigned
to spooling is exhausted, and the virtual unit record devices appear in
a not-ready status. The system operator may make additional spooling
space available by purging existing spool files or by assigning
additional direct access storage space to the spooling function.

Specific files can be transferred from the spooled card punch or
printer of a virtual machine to the card reader of the same or another
virtual machine. Files transferred between virtual unit record devices
by the spooling routines are not physically punched or printed. With
this method, files can be made available to multiple virtual machines,
or to different operating systems executing at different times in the
same virtual machine.

Files may also be spooled to remote stations via the Remote Spooling
Communications Subsysten (RSCS), a component of VM/370. For a
description of RSCS and the remote stations that it supports, see "Part
5. Remote Spooling Communications Subsystem (RSCS)."

CP spooling includes many desirable options for the virtual machine
user and the real machine operator. These options include printing
multiple copies of a single spool file, backspacing any number of
printer pages, and defining spooling classes for the scheduling of real
output. Each output spool file has, associated with it, a 136-byte area
known as the spool file taq. The informationm contained in this area and
its syntax are determined by the originator and receiver of the file.
For example, whenever an output spool file is destined for transmission
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to a remote location via the Remote Spooling Cecmmunications Subsysten,
RSCS expects to find the destination identification in the file tag. Tag
data is set, changed, and gueried using the CP TAG command.

It is possiblé to spool terminal input and output. All data sent to
the terminal, whether it be from +the virtual machine, the controel
program or the virtual machine operator, can be spooled. Spooling is
particularly desirable when a virtual machine 1is run with its console
disconnected. Console spooling is usually started via the command

SPOOL CONSOLE START

An exception to this is when a system operator logs on using a graphics
device. In this instance, console spooling is automatically started and
continues in effect even if the system operator should disconnect from
the graphics device and log on to a nongraphic device. In order to stop
automatic console spooling, the system operator must issue the command

SPOOL CONSOLE STOP

SPOOL FILE RECOVERY

If the system should suffer an abnormal termination, there are three
degrees of recovery for the system spool files; warm start (WARNM),
checkpoint start (CKPT), and force start (FORCE). Warm start is
automatically invoked if SET DUHP AUTO is in effect. Otherwise, the
choice of recovery method is selected when the following message is
issued;

hh:mm:ss START ((COLD|WARM|CKPT|FORCE) (DRAIN)) | (SHUTDOWN) :

Fote that a cold (COLD) start does not recover any spool files.

After a system failure, the warm start procedure copies spool file,
accounting, and system message data to warm start cylinders on an
auxiliary DASD. When the system is reloaded, this information is
retrieved and the spoocl file chains and other system dJdata are restored
to their original status. If the warm start procedure cannot be
implemented because certain required areas of storage are invalid, the
operator is notified to take other recovery procedures.

Checkpoint Start

Any new or revised status of spool file blocks, spooling devices, and
spool hold gueue blocks is dynamically copied to checkpoint cylinders on
an auxiliary DASD as they occur. When a checkpoint (CKPT) start is
requested, this is the information that is used to recreate the spocl
file chains., It differs from warm start data in that only spool file
data 1is restored; accounting and system messages information is not
recovered. Also, the order of spool files on any particular restored
chain is not the original sequence but a randem cne.
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Force Start

A force start is required when checkpoint start encounters I/0 errors
while reading files, or invalid data. The procedure is the same as for
checkpoint start except that unreadable or invalid files are bypassed.

CP COMMANDS

The CP commands allow you to control the virtual machine from the
terminal, much as an operator controls a real wmachine. Virtual machine
execution can be stopped at any time by use of the terminal's attention
key (for 3066 and 3270 terminals, the ENTER key is wused); it <can be
restarted by entering the appropriate CP command. External, attention,
and device ready interrupts can be simulated on the virtual machine.
Virtual storage and virtuwal machine registers can be inspected and
modified, as can status words such as the PSW and the CSW. Extensive
trace facilities are provided for the virtual machine, as well as a
single-instruction mode. Commands are available to invoke the spooling
and disk sharing functions of CP.

CP commands are classified by privilege classes. The VM/370
directory entry for each user assigns one or more privilege classes.
The classes are primary system operator (class 1), system resource
operator (class B), system programmer (class C), spooling operator
(class D), system analyst (class E), service representative (class F),
and general user (class G). Commands in the system analyst class may be
used to inspect real storage locations, but may not be used to make
modifications to real storage. Commands in the operator class provide
Teal resource control capabilities. System operator commands include
all commands related to virtual machine performance options, such as
assigning a set of reserved page frames to a selected virtual machine.
For descriptions of all the CP commands, see the YM/370 CP Command
Reference for General Users and the ¥M/370 Operator's Guide.
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Program States

When instructions 'in the Control Program are being executed, the real
computer is in the supervisor state; at all other times, when running
virtual machines, the real computer is in the prcblem state. Therefore,
privileged instructions cannot be executed by the virtual wmachine.
Programs running on a virtual machine can issue privileged instructions;
but such an instructicn either (1) causes an interruption that is
handled by the Control Program, or (2) is intercepted and handled by the
processor, if the virtual machine assist feature or VM/370 Extended
Control-Program Support is enabled and supports that instruction. CP
examines the operating status of the wvirtual wmachine PSW. If the
virtual machine indicates that it is functioning in supervisor mode, the
privileged instruction is simulated according to its type. If the
virtual machine is in problem mode, the ©privileged 3interrupt is
reflected to the virtual machine.

Only the Control Program may operate in the supervisor state on the
real machine. All programs other than CP operate in the problem state
on the real machine. All user interrupts, including those caused by
attempted privileged operations, are handled by either the control
program or the processor (if the virtual machine assist feature or
VM/370 Extended Control-Program Support is available). Only those
interrupts that the user program would expect from a real machine are
reflected to it. A problem program executes on the virtual machine in a
manner identical to its execution on a real System/370 processor, as
long as the problem program does not violate the CP restrictioms. CP
restrictions are documented in the ¥M/370 Planning and System Generation
Guide.
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Using Processor Resources

CP allocates the processor resource to virtual machines according to
their operating characteristics, priority, and the system Tesources
available.

Virtual machines are dynamically categorized at the end of each time
slice as interactive or noninteractive, depending upon the frequency of
operations to or from either the virtual system conscle or a terminal
controlled by the virtual machine.

Virtual machines are dispatched from one of two queues, called Queue
1 and Queue 2. In order to be dispatched from either gueue, a virtual
machine must be considered executable (that is, not waiting for sone
activity or for some other system resource). Virtual machines are not
considered dispatchable if the virtual machine:

e Enters a virtual wait state after an I/0 operation has begun.

e Is waiting for a page frame of real storage.

e Is waiting for an I/0 operation to be translated by CP and started.
e Is waiting for CP to simulate its privileged instructions.

e TIs waiting for a CP console function to be performed.

Queue 1

Virtual machines in Queue 1 (Q1) are considered conversatiocnal or
interactive users, and enter this queue when an interrupt from a
terminal is reflected to the virtual machine. Users are considered fcr
dispatching from this queue on a first-in-first-out (FIFO) basis. When
a virtual machine uses more than a certain amount of processor tiame
without entering a virtual wait state, that user is placed in Queue 2.

Virtual machines are dropped from Q01 when they complete their time
slice of processor usage, and are placed in an "eligible list"™. Virtual
machines entering CP command mode are also dropped from Q1. When the
virtual machine becomes executable again (returns to execution mode) it
is placed at the bottom of Q1.

Queue 2

Virtual machines in Queue 2 (Q2) are considered noninteractive users.
Users are selected to enter Q2 from a list of eligible virtual machines
(the "eligible list"). The list of eligible virtual machines is sorted
on a FIFO basis within wuser priority (normally defined in the user
record in the VM/370 directory, but may be altered by the systen
oferator).

Usually, a virtual machine is selected to enter Q2 only if its
"yorking set" is not greater than the number of real page frames
available for allccation at the time. The working set of a virtual
machine is calculated and saved each time a user is dropped from Q2 and
is based on the number of virtual pages referred to by the virtual
machine during its stay in Q2, and +the number of its virtual pages that
are resident in real storage at the time it is dropped from the queune.
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If the calculated working set of the highest priority virtual machine
in the eligible list is greater than the number of page frames available
for ailocation, then 75 percent of the working set for that virtual
machine is calculated. If the pages required for 75 percent of the
working set are available, the virtual machine 1is placed on Q2.
Otherwise, the virtual machine remains on the eligible list until there

are no other users on Q1 or Q2.

Executable virtual machines are sorted by "dispatching priority".
This priority is calculated each time a user is dropped from a queue and
is the ratio of processor time used while in the queue to elapsed time
in the queue. Infrequent processor users are placed at the top of the
list and are followed by more frequent processor users. When a
nonexecutable user becomes executable, he is placed on the queue based
on his dispatching priority.

When a virtual machine completes its time slice of processor usage,
it is dropped from Q02 and placed in the eligible list by user priority.
When a user request in Q2 enters CP command mode, it is removed from Q2.
When the request bhecomes executable {returns to virtual machine
execution mode), it 1is placed in the eligible 1list based on user
priority.

If a user's virtual machine is not in Q1 or Q2, it is because:

e The virtual machine is on the "eligible list,™ waiting to be put on
Q2

- or —-

e The virtual machine execution is suspended because the user is in CP
mode executing CP commands

To leave CP mode and return his virtual machine to the "eligible
list" for Q2, the user can issue one of the CP commands that transfer
control to the virtual machine operating system for execution (for
example, BEGIN, IPL, EXTERNAL, and RESTART).

In CP, interactive users (Q1), if any, are considered for dispatching
before noninteractive users (Q2). This means that CMS users entering
commnands that do not involve disk or tape I/0 operations should get fast
responses from the VM/370 system even with a 1large number of active
users.

An installation may choose to override the CP scheduling and
dispatching scheme and force allocation of the processor resource to a
specified user, regardless of its priority or operating characteristics.
The favored execution facility allows an installation to:

1. Specify that one ©particular virtual machine is to receive up to a
specified percentage of processor time.

2. sSpecify that any number of virtual machines are to remain in the

queues at all times. Assignment of the favored execution option is
discussed in the "Preferred Virtual Machines" section.
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Interruption Handling

1/0 Interrupts

Input/output interrupts from completed I/0 operations initiate various
completion routines and the scheduling of further I/0 requests. The I/0
interrupt handling routine also gathers device sense information.

Program Interrupt

Program interrupts can occur in two states. If the processor is in
supervisor state, the interrupt indicates a system failure in the CP
nucleus and causes the system to abnormally terminate. If the processor
is in problem state, a virtual machine is executing. CP takes control
to perform any required paging operations to satisfy the exception, or
to simulate the instruction. The fault 1is transparent to the virtual
machine execution. Any other program interrurt is a result of the
virtual machine processing and is reflected to the machine for handling.

Machine Check Interrupt

When a machine check occurs, the CP Recovery Management Support (RMS)
gains control to save data associated with the failure for the Field
Engineer. RMS analyzes the failure to determine the extent of damage.

Damage assessment results in one of the fcllowing actions being
taken:

e System termination (CP disabled wait state)

. Attacheé processor disabled (system continues in uniprocessor mode)
e Selective virtual user termination

e Selective virtual machine reset

e Refreshing of damaged information with no effect on systenm
configuration

e Refreshing of damaged information with the defective storage page
renoved from further system use

e Error recording only for certain soft machine checks

The system operator is informed of all actions taken by the RMS
routines. When a machine check occurs during VM/370 startup (before the
systen is sufficiently initialized to Permit RMS to operate
successfully), the processor goes into a disabled wait state and places
a completion code of X'00B' in the leftmost bytes of the current PSW.
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SVC Interrupt

When an SVC interrupt occurs, the SVC interrupt routine is entered. If
the machine is in problem mode, the type of interrupt (if it is other
than an SVC 76 or ADSTOP SVC) is reflected to the pseudo-superviscr
(that 1is, the supervisor operating in +the user®s virtual machinej.
Control is transferred +to the appropriate interrupt handler for ADSTOP
SVCs and all SVC 76s.

If the machine is in supervisor mode, the SVC interrupt code is
determined, and a branch is taken +to the appropriate SVC interrupt
handler.

External Interrupt

If a timer interrupt occurs, CP processes it according to type. The
interval timer indicates time slice end for the running user. The clock
comparator indicates that a specified timer event occurred, such as
midnight, scheduled shutdown, or user event reached.

The external console interrupt invokes CP prccessing to switch from
the 3210 or 3215 to an alternate operator's console.

Synchronous Interrupts in an Attached Processor
System

Generally, when synchronous interrupts (such as program and SVC
interrupts) occur in an attached processor system, the first-level
interrupt handler (FLIH) atteapts to gain the system 1lock before
proceeding. If it is already in wuse, the interrupt status 1is stacked
and deferred. The interrupted processor then attempts to run a user.

Real I/0 Interrupts

In an attached processor configuration, only the main processor can
receive real I/0 interrupts. To ensure this, the channel masks in
control register 2 on the main processor are 1initialized to omnes to
enable for interrupts from any available channel. On the attached
processor, the channel masks in control register 2 are initialized to
Zeros.
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Performance Guidelines

General Information

The performance characteristics of an operating system, when it is run
in a virtual machine environment, are difficult to predict. This
unpredictability is a result of several factors:

e The System/370 model used.

e The total number of virtual machines executing.

e The type of work being done by each virtual machine.

e The speed, capacity, and number of the paging devices.
e The amount of real storage available.

e The degree of channel and control unit contention, as well as arm
contention, affecting the paging device.

e The type and number of ¥YM/370 performance oftions in use by one or
more virtual machines.

e The degree of MSS 3330 volume use.

Performance of any virtual machine may be imfrroved up to some limit
by the choice of hardware, operating system, and VM/370 options. The
topics discussed in this section address:

1. The performance options available in VM/370 to 1improve the
performance of a particular virtual machine.

2. The system options and operational characteristics of operating
systems running in virtual machines that will affect their
execution in the virtual machine environment.

The performance of a specific virtual machine may never equal that of
the same operating system running standalone on the same System/370, but
the total throughput obtained in the virtual machine environment may
equal or better that obtained on a real machine.

When executing in a virtual machine, any function that cannot be
performed wholly by the hardware causes some degree of degradation in
the virtual machine's performance. As the control program for the real
machine, CP initially processes all real interrupts. A virtual machine
orerating system's instructions are always executed in problem state.
Any privileged instruction issued by the virtual machine causes a real
privileged instruction exception interruption. The amount of work to be
done by CP to analyze and handle a virtual machine-initiated interrurt
depends upon the type and complexity of the interrupt.

The simulation effort required of CP may be trivial, as for a
supervisor call (SVC) interrupt (which 1is generally reflected back to
the virtual machine), or may be more complex, as in the case of a Start
I/0 (SIO) interrupt, which initiates extensive CP processing.
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When planning for +the virtual machine environment, consideration
should be given to the number and type of privileged instructions to ke
executed by the virtual machines. Any reducticn in +the nunmber of
privileged irstructions issued by the virtual machine's operating systenm
will reduce the amount of éextra work CP must do to support the machine.

Virtual Machine 1/0

To support I/0 processing in a virtual machine, CP must translate all
virtual machine channel command word (CCW} sequences to refer +to real
storage and real devices and, in the case of minidisks, real cylinders.
¥hen a virtual machine issues an SIO, CP must:

1. Intercept the virtual machine SIO interrupt.

2. Allocate real storage space to hold the real CCW 1list to bte
created.

3. Translate the virtual device addresses referred to in the virtual
CCWs to real addresses.

L]

4. Page into real storage and lock, for the duration of the I/0
operation, all virtual storage pages required to support the I/0
operation.

5. Generate a new CCW sequence building a Channel 1Indirect Data
Address list if the real storage locations cross page boundaries.

6. If the real device is a 3330V, append an MSS cylinder fault prefix
to the CCW prefix to prevent the channel frcm doing channel command
retry.

7. Schedule the I/0 request.

8. Present the SIO condition code to the virtual machine.

9. Recognize an MSS cylinder fault, queue the I/0 request, and
reschedule the request when the subsequent interrurtion is received
(indicating staging is complete).

10. Intercept, retranslate, and present the channel end and device end

interrupts to the appropriate virtual machine, where they must then
be processed by the virtual machine operating system.

CP's handling of SIOs for virtual machines can be one of the most
significant causes of reduced performance in virtual machines.

The number of SIO operations required by a virtual machine can be
significantly reduced in several ways:

e Use of large blocking factors (up to 4096 bytes) for user data sets
to reduce the total number of SIOs needed.

e Use of preallocated data sets.

e Use of virtual machine operating system options (such as chained
scheduling in 0S) that reduce the number of SIO instructionms.
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e Substitution of a faster resource (virtual storage) for 1/0
operations, by building small temporary data sets in virtual storage
rather than using an I/O device.

Frequently, there <can be a performance gain when CP paging is
substituted for virtual machine I/0 operations. The performance of an
operating system such as 0S can be improved by specifying as resident as
many frequently used O0S functions (transient sutroutines, ISAM indexes,
and so forth) as are possible. 1In this way, paging I/O is substituted
for virtual machine-initiated I/0. In this <case, the only work to be
done by CP is to place into real storage the page that contains the
desired routine or data.

Three CP performance options are available tc reduce the CP overhead
associated with virtual machine I/0 instructions or other privileged
instructions used by the virtual machine's I/0 Supervisor:

1. The virtual=real option removes the need for CP to perform storage
reference translation and paging before each I/0 operation for a
specific virtual machine.

2. The virtual machine assist feature reduces the real supervisor
state timeg used by VM/370. For a detailed description of the
feature, see "Virtual Machine Assist Feature" Jlater imn this
section. For a 1list of processors on which the feature is
available, see the VM/370 Planning and System Generation Guide.

3. VM/370 Extended Control-Program Support (ECPS) further reduces the
real supervisor state time used by VM/370. For a detailed
description of ECPS, see "VM/370 Extended Control-Program Support
(ECPS)" later in this section. For a list of processors on which
ECPS is available, see the VM/370 Planning and System Gepneraticn
Guide.

Assignment and use of these options 1is discussed in "VYM/370
Performance Options."

Paging Considerations

When virtual machines refer to virtual storage addresses that are not
currently in real storage, they cause a Ppaging exception and the
associated CP paging activity.

The addressing characteristics of programs executing in virtual
storage have a significant effect on the number of page exceptioms
experienced by that virtual wmachine. Routines that have widely
scattered storage reference tend to increase the paging 1load of a
particular virtual machine. When possible, modules of code that are
dependent upon each other should be located in the same page. Reference
tables, constants, and literals should also be lccated near the routines
that use then. Exception or error routines that are infrequently used
should not be placed within main routines, but lccated elsewhere.

When an available page of virtual storage contains only reenterable
code, paging activity can be reduced, since the page, although referred
to, is never changed, and thus does not cause a write operation to the
paging device. The first copy of that page is written on the paging
device when that frame is needed for some other more active page. Only
inactive pages that have changed must be paged out.
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Virtual machines that reduce +their paging activity by controlling
their use of addressable space improve resource manadement for that
virtual machine, the VM/370 system, and all other virtual machines. The
total paging locad that must be handled by CP is reduced, and more time
is available for productive virtual machine use.

Additional dynamic paging storage may be gained by controlling free
storage allocation. The amount of free storage allocated at VM/370
initialization time can be controlled by the installation. When the
System 1is being generated, +the FREE operand of the SYSCOR macro
statement may be used to specify the number of free storage pages to be
allocated at system load time.

If, at IPL time, the amount of storage that these pages represent is
greater than 25 percent of the VM/370 storage size (not including the
V=R area, if any), a default number of pages is used. The default value
is 3 pages for the first 256K bytes of storage plus i1 page for each
additional 64K bytes (not including the V=R size, if any).

The SYSCOR macro definition can be found in VM/370 Plamning- and-
System Generation Guigde.

CP provides three performance options, 1locked pages, reserved page
frames, and a virtual=real area, to reduce the paging requirements of
virtual machines. Generally, these facilities require some dedication
of real storage to the chosen virtual machine and, therefore, improve
its performance at the expense of other virtual machines.

LOCKED PAGES OPTION

The LOCK command, which is available to the system operator (with
privilege class 1), can be used to permanently £ix or 1lock specific
pages of virtual storage into real storage. 1In so doing, all paging I/O
for these page frames is eliminated.

Since this facility reduces total real storage resources (real page
frames) that are available to support other virtual machines, only
frequently used pages should be locked into real storage. Since page
zero (the first 4096 bytes) of a virtual machine storage is referred to
and changed frequently (for example, whenever a virtual machine
interrupt occurs or when a CSW is stored), it should be the first page
of a particular virtual machine that an installation considers locking.
The virtual machine interrupt handler pages might also be considered
good candidates for locking. '

Other pages to be 1locked depend upon the work being done by the
particular virtual machine and its usage of virtual storage.

The normal CP paging mechanism selects unreferenced page frames in
real storage for replacement by active pages. Page frames belonging to
inactive virtual machines will all eventually be selected and paged out
if the real storage frames are needed to support active virtual machine
pages. '

When virtual machine activity is initiated on an infrequent or
irregular basis, such as from a remote terminal in a teleprocessing
inquiry system, some or all of its virtual storage may have been paged
out before +the time the virtual machine must begin processing. Some
pages will then have to be paged in so that the virtual machine can
respond to the teleprocessing request compared with running the same
teleprocessing program on a real machine. This paging activity may cause
an increase in the time required to respond to the request compared with
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running the teleprocessing program on a real machine. Further response
time is variable, depending upon the number of paging operations that
must occur.

Locking specific pages of +the virtual machine's program into real
storage may ease this problem, but it is not always easy nor possible to
identify which specific pages will always be reguired.

Once a page is locked, it remains locked until either the user logs
off or the system operator (privilege class 1) issues the UNLOCK command
for that page. If the "locked pages" option is in effect and the user
loads his system again (via IPL) or 1loads another system, the locked
pages are refreshed and the virtual machine's locked pages are unlocked
by the systen. The SYSTEM CLEAR command, when invoked, clears virtual
machine storage, including the user's locked pages.

Note: In attached processor mode, no shared pages are locked. If the
system operator attempts +to lock a shared page or an address range
containing one or more shared pages, he will receive the message

DMKCPV165I PAGE (hexloc) NOT LOCKED, SHARED PAGE

for each of the shared pages within the range.

RESERVED PAGE FRAMES OPTION

A more flexible approach than locked pages is the reserved page frames
option. This option provides a specified virtual machine with an
essentially private set of real page frames, the number of frames being
designated by the system operator when he issues the CP SET RESERVE
command line. Pages will not be locked into these frames. They can be
paged out, but only for other active pages of the same virtual machine.
When a temporarily inactive virtual machine having this option is
reactivated, these page frames are immediately available. If the
program code or data required to satisfy the request was in real storage
at the time the virtual machine became inactive, no paging activity is
required for the virtual machine to respond.

This option is usually more efficient than locked pages in that the
pages that remain in real storage are those pages with the greatest
amount of activity at that moment, as determined automatically by the
system. Although multiple virtual machines may use the LOCK option,
only one virtual machine at a time may have the reserved page frames
option active. Assignment of this option is discussed further 1in
"yM/370 Performance Options."

The reserved page frames option provides performance that is
generally consistent from run to run with regard to paging activity.
This can be especially valuable for production-oriented virtual machines
with critical schedules, or those running teleprocessing applications
where response times must be kept as short as possible.

VIRTUAL=REAL OPTION

The VM/370 virtual=real option eliminates CP paging for the selected
virtual machine. All pages of virtual machine storage, except page
zero, are locked in the real storage 1locations they would use on a real
computer. CP controls real page =zero, but the remainder of the CP
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nucleus is relocated and placed beyond the virtual=real machine in real
storage. This option is discussed in more detail in "VM/370 Performance

On+inne N
opcions.

Since the entire address space required by the virtual machine is
locked, these page frames are not available for use by other virtual
machines except when the virtual=real machine is not logged on. This
option often increases the paging activity for other virtual machine
users, and in some cases for VM/370. (Paging activity on the system may
increase substantially, since all other wvirtual machine storage
requirements must be managed with fewer remaining real rage frames.)

The virtual=real option may be desirable or mandatory im certain
situations. The virtual=real option is desirable when running a virtual
machine operating system (like DOS/VS or 0S/VS) that performs paging of
its own because the possibility of double paging is eliminated. The
option must be used to allow programs that execute self-modifying
channel programs or have a certain degree of hardware +timing
dependencies to run under ¥YM/370.

VM/370 Performance Options

VM/370 provides a number of options an installation may use to improve
the performance of virtual machines and VM/370. Several options improve
the performance of installation specified wvirtual machines; other
options improve the performance of all virtual machines and VH/370. The
options, described in the following discussion are:

Favored execution

User priority

Reserved page frames
Virtual=real

Affinity

Virtual machine assist

Extended Control-Program Support

®e 0 C &0 0 0o

Specifying a performance option may mean making a performance
trade-off; improving the performance of one virtual machine at the
expense of VM/370 and other virtual machines. For example, after an
operator specifies favored execution for a virtual machine, that virtual
machine receives more processor time than other virtual machines.
Therefore, before specifying any performance option, identify the
option's performance trade~-offs and assess their impact on system
rerformance.

FAVORED EXECUTION

The favored execution options allow an installation to modify the normal
scheduling algorithms and force the system to devote more of its
processor resources to a given virtual machine than would ordinarily be
the case. The options provided are:

e The basic favored execution option
o The favored execution percentage option
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The basic favored execution option means that the virtual machine so
designated is not to be dropped from the active (in queue) subset by the
scheduler, unless it becomes nonexecutable. When the virtual machine is
executable, it is to be placed in the dispatchable list at 1its normal
priority position. However, any active virtual machine represents
either an explicit or implicit commitment of main storage. An explicit
storage commitment can be specified by either the virtual=real option or
the reserved page frames option. An implicit commitment exists if
neither of these options is specified, and the scheduler recomputes the
virtual machine's projected work-set at what it would normally have been
at dqueue-drop time. Multiple virtual machines can have the Dbasic
favored execution option set. However, if their combined main storage
requirements exceed. the system's capacity, performance can suffer
tecause of thrashing.

If the favored task is highly compute bound and must compete for the
processor with many other tasks of the same type, an installation should
define the processor allocation to be made. In this case, the favored
execution percentage option can be selected for one virtual machine.
This option specifies that the selected virtual machine, in addition to
remaining in queue, is guaranteed a specified minimum percentage of the
total processor time if it can use 1it. To select the favored execution
option, specify the FAVORED operand on the class A, B, or F SET command.
After the option is 1invoked, VM/370 provides rrocessor time for the
selected virtual machine as follows:

1. The in-queue time slice is multiplied by the specified percentage
to arrive at the virtual machine's guaranteed processor time.

2. The favored virtual wmachine, when it 1is executable, is always
placed at the top of the dispatchable list until it has obtained
its guaranteed processor time.

3. If the virtual machine obtains its guaranteed processor time before
the end of its in-queue time slice, it 1is placed in the
dispatchable list according to its calculated dispatching priority.

4. In either case (2 or 3), at the end of the in-queue time slice the
guarantee is recomputed as in step 1 and the process is repeated.

For a description of the SET command, see the VM/370 Operator's

Whether or not a percentage is specified, a virtual machine with the
favored execution option active is kept in the dispatching queues except
under the following conditions:

Entering CP console function mode

Loading a disabled PSW

Loading an enabled PSW with no active I/0 in process
Logging on or off

When the virtual machine becomes executable again, it is put back on the
executable 1list in Q1. If dropped from (1, the virtual machine is
placed directly in Q02 and remains there even though it may exhaust its
allotted amount of processor usage. Virtual machines with this option
are thus considered for dispatching more frequently than other virtual
machines.

Note, however, that these options can impact the response time cf
interactive users and that only one favored percentage user is allowed
at any given tinme.
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PRIORITY

The VM/370 operator can assign specific priority values to different
virtual machines. In so doing, the virtual machine with a “higher
priority 1is considered for dispatching before a virtual machine with a
lower ©priority. User priorities are set by the following class A
command:

SET PRIORITY userid nn

vhere userid is the user's identification and nn is an integer value
from 1 to 99. The value of nn affects the user's dispatching priority
in relation to other users in the system. The priority value (nn) is
one of the factors considered in VM/370's dispatching algorithm.
Generally, the 1lower the value of nn, the more favorable the user's
position in relation to other users in VM/370's dispatch queues.

RESERVED PAGE FRAMES

¥M/370 uses chaiped lists of available and pageable pages. Pages for
users are assigned from the available 1list, which is replenished frecm
the pageable list.

Pages that are temporarily locked in real stcrage are not available
or pageable. The reserved page function gives a particular virtual
machine an essentially "private" set of pages. The pages are not
locked; they can be swapped, but only for the specified virtual machine.
Paging proceeds using demand paging with a "reference bit"™ algorithm to
select the best page for swapping. The number of reserved page frames
for the virtual machine is specified as a maximum. The page selection
algorithm selects an available page frame for a reserved user and marks
that page frame "reserved" if the maximum specified for the user has not
been reached. If an available reserved page frame is encountered for the
reserved user selection, it is used whether or not the maximum has been
reached.

The maximum number of reserved page frames 1is specified by a class A
command of the following format:

SET RESERVE userid xxx

where xxXx 1is the maximum number required. If the page selecticn
algorithm cannot locate an available page for other users because they
are all reserved, the algorithm forces the use of reserved pages. This
function can be specified in only one virtual machine at any one tinme.

Note: xxx should never approach the total available pages, since CP
overhead is substantially increased in this situation, and excessive
Faging activity is likely to occur in other virtual machines.

VIRTOAL=REAL

For this option, the VM/370 nucleus must be reorganized to provide an
area in real storage large enough to contain the entire virtual=real
machine. In the virtual machine, each page from page 1 to the end is in
its true real storage location; only its page zero is relocated. The

Part 2. Control Program (CP) 95



virtual machine is still run in dynamic address translation mode, but
since the virtual page address is the same as the real page address, no
CCW translation is required. Since CCW translation is not performed, no
check is made to ensure that I/0 data transfer does not occur into page
zero or any page beyond the end of the virtual=real machine's storage.

Systems that are generated with the virtual=real option use the
systenm loader (DMKLDOOE). For information about generating a
virtual=real system, see the J¥YM/370 Planning and System Generation
Guide.

Figure 13 1is an example of a rTeal storage layout with the
virtual=real option. The V=R area is 128K and real storage is 512K.

L ]
| Virtual Storage Real Storage |
| Addresses Addresses |
| r + OK |
| | CP PAGE 0 (MODULE DMKPSA) | |
i 4K| | 4K |
| | Virtual Page 1 l |
| | | t
| | VIRTUAL=REAL AREA | |
| / / |
| / SIZE = 128K BYTES / t
| | (Minimum size is 32K bytes.) { |
| 128K | | 128K {
| OK| Virtual Page 0 | |
| uK| | 132K (DMKSLC) |
132K | | 1
| / REMAINDER OF CP NUCLEUS / |
| / / |
| I i |
| | | End of CP Nucleus I
| | | (DMKCPE) i
i / DYNAMIC PAGING AREA / l
| / and / |
| | FREE STORAGE | |
| L $ 512K (End of real |
| storage) |
L

Figure 13. Storage Layout in a Virtual=Real Machine

There are several considerations for the virtual=real option that
affect overall system operation:

1. The area of contiguous storage built for the virtual=real machine
must be large enough to contain the entire addressing space of the
largest virtual=real machine. The virtual=real storage size that a
VM/370 system allows 1is defined during system generation when the
option is selected.

2. The storage reserved for the virtual=real wmachine can only be used
by a virtual machine with that option specified in the VM/370
directory. It is not available to other users for paging space, nor
for VM/370 usage until released from virtual=real status by a
system operator via the CP UNLOCK command. Once released, VM/370
must be loaded again before the virtual=real option can becone
active again.



3. The virtual machine with the virtual=real option operates in the
preallocated storage area with normal CCW translation in effect
nntil the CP SET NOTRANS ON command is issued. At that time, with
several exceptions, all subsequent I/0 operations are performed
from the virtual- CCWs - in the virtual=real space  without
translation. The exceptions occur under any of +the following
conditions:

SIO tracing active
First CCW not in the V=R region
I/0 operation is a sense command
I/0 device is a dial~up terminal
I/0 is for a nondedicated device
(spooled unit record console virtual CTCA
or minidisks that are less than a full volume)
e T/0 device has an alternate path
e Pending device status

Any of the above conditions will force CCW translation. Since
minidisks are nondedicated devices, they may be used by programs
running in the V=R region even +though CP SET NCTRANS ON is in
effect.

4. If the virtual=real machine performs a virtual reset or IPL, then
the normal CCW translation goes into effect until the CP SET
NOTRANS ON command is again issued. This permits simulation of an
IPL seguence by CP. Only the virtual=real virtual machine can
issue the command. A message is issued if normal tramslation mode
is entered.

5. A virtual=real machine is not allowed +to IPL a named or shared
system. It must IPL by device address.

6. When NOTRANS is in effect for a virtual=real machine, no meaningful
SEEK data is collected by MONITOR operations.

AFFINITY

This option allows virtual machines that operate on attached processor
systems to select the processor of their choice for program execution.
To select the affinity option, use the directory OPTICN statement, or
specify the AFFINITY operand on the class A, B, F, or G SET command.
The directory OPTION statement is described in the ¥YM/370 Planning and
System Generation Guide. The class A, B, and F SET commands are
described in the V¥M/370 QOperator's Guide, and the class G SET command is
described in the VYM/370 Command Reference for General Users.

In application, the affinity setting of a virtual machine implies a
preference of operation to either (or neither) processor. Affinity of
operation for a virtual machine means that the program of that virtual
machine will be executed on the selected or named processor. it does
not imply that supervisory functions and the CP housekeeping functions
associated with that virtual machine will be handled by the same
processor.
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In attached processor systeas, all real I/0O ofperations and associated
interrupts are handled by the main processor. Virtual I/O initiated on
the attached processor that is mapped to real devices must transfer
control to the main processor for real I/0O execution. Therefore,
benefits may be realized in a virtual machine "aix" by relegating those
virtual machines that have a high I/O-to-compute ratio to the main
processor, and those virtual machines that have a high compute-to-I/0
ratio to the attached processor. Such decisions should be carefully
weighed as every virtual machine is in contention with other virtunal
machines for resources of the system.

A more important use of the affinity setting would be in applications
where there are virtual machine program requirements for special
hardware features that are available on one processor and not the other.
Such features could be a performance enhancement such as virtual machine
assist (described later in the text) or a special RPQ that is a
requirement for a particular program's execution.

VIRTUAL MACHINE ASSIST FEATURE

The virtual machine assist feature is a processor hardware feature that
improves the performance of VYM/370. Virtual storage orerating systeas,
which run in problem state under the control of ©VM/370, use many
privileged instructions and SVCs that cause interrupts that VM/370 must
handle. When the virtual machine assist feature is used, many of these
interrupts are intercepted and handled by the processor. Consequently,
VM/370 performance is improved.

The Virtual Machine Assist Feature intercepts and handles
interruptions caused by SVCs (other than SVC 76), 4invalid page
conditions, and several privileged instructions. An SVC 76 1is never
handled by the assist feature; it 1is always handled by CP. The
processing of the following privileged instructions is handled by this
feature:

LRA (load real address)
STCTL (store control)

RRB (reset reference bit)
ISK (insert storage key)
SSK (set storage key)

IPK (insert PSW key)

STNSM (store then AND system mask)
STOSM (store then OR system mask)
SSH (set system mask)

LPSW (load PSW)

SPKA (set PSW key from address)

Although the assist feature was designed to improve the performance
of YM/370, virtual machines may see a performance improvement because
more resources are available for virtual machine users. For a list of
processors on which the Vvirtual Machine Assist Feature is available, see
the YM/370 Planning and System Geperation Guide.
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USING THE VIRTUAL MACHINE ASSIST FEATURE

Whenever you IPL VM/370 on a processor with the wvirtual machine assist
feature, the feature is available for all VM/370 virtual machines.
However, the system operator's SET command can make the feature
unavailable to VM/370 and, subsequently, available again for all users.
If you do not know whether or not the virtual machine assist feature is
available to vM/370, use the class A and E QUERY command. For a
complete description of +the Class A and E QUERY and SET commands, see
the ¥M/370 Operator's Guide.

If the virtual machine assist feature is available to VM/370 when you
log on your virtual machine, it is also supported for your virtual
machine unless you are running a second-level VM/370 system in your
virtual machine. If your VM/370 directory entry has the SVCOFF option,
the SVC: handling portion of the assist feature is not available when you
log on. The class G SET command can disable the assist feature (or only
disable SVC handling). It can also enable the assist feature, or if the
assist feature is available, enable the SVC handling. You can use the
class G QUERY SET command line to find whether you have full, partial,
or none of the assist feature available. For a complete description of
the Class G QUERY and SET commands, see the VM/370 CP Command Reference
for General Users.

RESTRICTED USE OF THE VIRTUAL MACHINE ASSIST FEATURE

Certain interrupts must be handled by VM/370. Consequently, the assist
feature is not available under certain circumstances. vM/370
automatically turns off the assist feature in a virtual machine that:

e Has set an instruction address stop
e Is tracing SVC and program interrupts

Since an address stop is recognized by an SVC interrupt, VM/370 must
handle SVC interrupts while address stops are set. Whenever you issue
the ADSTOP command, VM/370 automatically +urns off +the SYC handling
portion of the assist feature for vyour virtual machine. The assist
feature is turned on again after the instruction is encountered and the
address stop removed. If you issue the QUERY SET command line while an
address stop is 1in effect, the response will indicate that the SVC
handling portion of the assist feature is off.

Whenever a virtual machine issues a TRACE command with the SVC, PRIV,
BRANCH, INSTRUCT, or ALL operands, the virtual assist feature is
automatically turned off for that virtual machine. The assist feature
is turned on again when the tracing is completed. If the QUERY SET
command 1line is issued while SVCs or program interrupts are being
traced, the response will indicate the assist feature is off.

The virtual machine assist feature is not available to a second-level

virtual machine, that is, a virtual machine that is running in a virtual
machine.

VM/370 Extended Control=Program Support (ECPS)

VM/370 Extended Control-Program Support (ECPS) extends, for specific
privileged instructions, +the hardware assistance that the virtual
machine assist feature provides. ECPS also provides hardware assistance
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for frequently used VM/370 functions. The use of ECPS improves VM/370
performance heyond the performance gains that the virtual machine assist
feature provides.

ECPS consists of three functions:

e (CP assist
e Expanded virtual maCulne assist
e Virtual interval timer sist

CP assist provides hardware assistance for frequeatly used paths of
specific CP functions.

Expanded virtual machine assist extends the hardware assistance that
the virtual machine assist feature provides for the instructions LPSW,
STNSM, STOSM, and SSM. In addition, expanded virtual machine assist
provides hardware assistance for certain other privileged instructions.

virtual interval timer assist provides hardware updating of the
virtual interval timer at virtual address X'50'. Virtuai interval timer
assist updates the virtual timer at the same frequency hardware updates
the real timer, 300 times per second. Thus, virtual interval timer
assist updates the virtual timer more frequently than CP updates it.
Because the timer is updateéd more frequently, accounting routines may be
able to provide accounting data that is more accurate.

~ ECPS does not support the same functions and instractions on all
processors. Figure 13.1 1lists the processors on which ECPS is
available, and identifies, by processor, the functions and instructions
ECPS supports.
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Functions and instructions
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VIRTUAL INTERVAL TIMER ASSIST

vVirtual interval timer assist provides hardware updating of the virtual
interval timer at virtual location X'50'. Timer updating occurs only
while the virtual machine is in control of the real processor. This
results in an update frequency of approximately 300 times per second,
the same as for the real interval timer. Procedures that use the
virtual interval timer for jol accounting, performance measurements, and
the like, will therefore generate more accurate and repeatable time data
than they would if the virtual timer was being updated by CP routines.

USING THE VM/370 EXTENDEL CONIECI-PROGRAM SUPPORT
VM/370 Extended Control-Program Support (ECPS) 1is controlled at two
levels: the VM/370 system and the virtual machine.

At the VM/370 system level, ECPS is automatically enabled when the
system is loaded. The class A command:

set cpassist off

will disable both CP assist and expanded virtual machine assist. The
class A command:

set sassist off
disables only the expanded virtual machine assist part of ECPS as well
as the virtual machine assist. CP assist 1is the only part of ECPS that
is truly independent.

At the virtual machine level, whenever ECPS is enabled on the systen,
both expanded virtual machine assist and virtual interval timer assist
are automatically enabled when you 1log on. If you issue the class G
command:

set assist off

both assists as well as the existing virtual machine assist are
disabled. If you issue:

set assist notmr

only the virtual interval timer assist is disabled. If CP assist is
disabled for the system, the class A command:

set sassist on
will enable the virtual machine assist. You can then enable virtual
machine assist and virtual interval timer assist for your virtual

machine by issuing the class G command:

set assist on tmr

ggsfricteg Use of ECPS

The restrictions on the use of ECES are the same as those described for
the wvirtual machine assist feature with one addition. Whenever a
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virtual machine traces external interrupts, the virtual interval timer
assist is automatically disabled. When external interrupt tracing is
completed, virtual interval timer assist is reenabled.

THE VIRTUAL BLOCK MULTIPLEXER CHANNEL OPTION

Virtual machine SIO operations are simulated by CP in three ways:
byte-multiplexer, selector, and block multiplexer channel mode.

Virtual byte—-multiplexer mode is reserved for I/0 operations that
apply to devices allocated to channel zero.

Selector channel mode (the default mode) is the mode of operation for
any channel that has an attached Channel-to-Channel Adapter (CTICA),
regardless of the selected channel mode setting (the CICA is treated as
a shared control unit and, therefore, it must be connected to a selector
channel). The user need not concern himself as to the location of the
CTCA since CP interrogates the related channel 1linkage and marks the
channel as being in selector mode. As in real selector channel
operations, CP reflects a busy condition (condition code 2) to the
virtual machine's operating =system if the system attempts a second SIO
to the same device, or another device on the same channel, before the
first SIO is completed.

Block multiplexer channel mode is a CP simulation of real block
multiplexer operation; it allows the virtual machine's operating systenm
to overlap SI0O requests to multiple devices «connected to the same
channel. The selection of bLblock multiplexer mode of operation may
increase the virtual machine's throughput, particularly for those
systems or programs that are designed to use the block multiplexer
channels.

Note: CP simulation of tlock multiplexer processing does not reflect
channel available interruptions (CAIs) to the user's virtual machine.

Selecting the channel mode of operation for the virtual machine can
be accomplished by either a system generation DIRECTORY OPTION operand
or by use of the CP DEFINE command.

ALTERNATE PATH SUPPORT

Through the use of the Two-Channel Switch and Two-Channel Switch
Additional Features, alternate path support for DASD or tape provides
for up to four channels on one control unit to be attached to VM/370.
In addition, one device may ke attached to two logical control units,
providing support for the String Switch feature. This allows the
control program up to eight paths to a given device when the maximum
number of alternate channels and alternate control units are specified.

When an I/0 request 1is received for a device which has alternate
paths defined, the VM/370 I0S supervisor searches for an available path
beginning with the primary path to the device. 1If the primary path is
unavailable, the search continues with the first alternate path.
Successive alternate paths are examined if required until an available
path is found.
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In case where no available path to the device exists, alternate path
I/0 scheduling is implemented in such a way that the request is queued
off multiple busy/scheduled paths and the first path to become available
is the path that the I/0 request is started on. = '

The I0S supervisor determines that a path is "available" by analyzing
the busy and scheduled software indicators in the RDEVBLOK, RCUBLOK and
RCHBLOK as well as the chains of pending I/0 requests which are queued
from the RCUBLOK and RCHBLOK. This processing is performed prior to
issuing the SIO. ‘

Note: There is no alternate path scheduling after the SID if a control
unit busy, channel busy, or not operational condition is encountered.
The I/0 request will be queued in the busy conditions on the busy
control unit or channel block to wait for an interrupt which will cause
the request to be restarted. The not operational condition is presented
to the second level interrupt handlers as a fatal condition.
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Performance Observation and Analysis

Two commands, INDICATE and MONITOR, provide a way to dynamically measure
system performance.

INDICATE: Provides the system analyst and general user with a method to
observe the load conditions on the system while it is running.

collection tool designed for sampling and recording a wide range of
data. The collection of data is divided into functional classes. The
different data collection functions can be performed separately or
concurrently. Keywords in the MONITOR command enable the collection of
data and identify the various data collection <classes. Other keywords
control the recording of collected data on tape for 1later examinaticn
and reduction.

Load Indicators

The INDICATE command allows the system operator to check the system for
persistently heavy loads. He can, therefore, Jjudge when it is best to
apply additional scheduling controls (if appropriate) or call a systenm
analyst to perform an analysis of the condition by using the INDICATE,
and MONITOR commands. )

The system analyst has a set of operands in the INDICATE command that
enable him to understand the basic utilizations of and contentions for
major system resources (possible bottleneck conditions) and to identify
the userids and characteristics of the active users and the resources
that they use.

Virtual machine users can use the INDICATE command to observe the
basic smoothed conditions of contention and utilization of the primary
resources of rrocessor and storage. The INDICATE command allows them to
base their use of the system on an intelligent guess of what the service
is likely to be. Over a period of time, virtual machine wusers relate
certain conditions of service to certain wutilization and contention
figures, and know what kind of responses to expect when they start their
terminal session.

THE INDICATE COMMAND

The INDICATE command allows the general user and the system analyst to
display at their consoles, the usage of and contention for major systea
resources.

The general. user can display usage _of and contention for +the major
system resources of processor and storage. He can also display the total
amount of resources he has used during his terminal session and the
number of I/0 requests. If he uses the INDICATE command before and after
the execution of a progranm, he can determine the execution
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characteristics of that program in terms of resource usage. Because of
spooling considerations, the INDICATE command may produce unexpected
results if entered while a program is issuing I/C requests.

The system analyst can identify active users, the queues they are
using, their I/O activity, their paging activity, and many other user
characteristics and usage data.

The system s an use the data on system resource us
contention to monitor the performance of his system. He can thus bLe
avare of heavy load conditions or 1low performance situations that may
require the use of more sophisticated data collection, reduction, and
analysis techniques for resolution.

The VM/370 scheduler maintains smoothed values of processor usage and
main storage contention. Specifically, every 30 seconds, the scheduler
calculates the total wait time for the last interval and factors it into
a smoothed wait value in the following way:

(3 X 0ld smoothed wait
value + current interval wait)
New smoothed wait value = - - -
4y

Thus, only 1/4 of the most recent interval wait is factored into the new
smoothed wait which makes it predominantly the 0ld smoothed wait value.

The remaining INDICATE components are sampled prior to a user being
dropped from a queue. Because of the frequency of this event, the
remaining components are subject to a heavier smoothing than the wait
time. A general expression for the smoothing follows:

{15 X old smoothed value + last
interval value)
New smoothed value = - -
16

Other operands of the command allow users to cbtain other performance
information that enables them to understand the reasons for the observed
conditions.

THE CLASS G INDICATE COMMAND

The format of the class G INDICATE coammand is:

INDicate

o ——  —
e e won cmn o o

INDICATE LOAD
produces the following response, where n is a decimal number:

CPU-nnn% APU-nnn% Q1-nn Q2-nn STORAGE-nnn% RATIO-nnn
The CPU figure indicates the percentage of time that the main

processor is running and is derived <from the smoothed wait
value maintained by the scheduler.

. e s
i L
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The APU figure is the percentage of time the attached
processor is running.

The contention for the processor is represented by smoothed
values of the numbers of users in gqueuel and queune2,
maintained by the scheduler.

The next field, STORAGE, is a measure of the usage of real
storage. It is a smoothed ratio of the sum of the estimated
working sets of the users in gqueuel and queue2, to the number
of pageable pages in the system, expressed as a percentage.

Due to the algorithm used by the scheduler in determining
entry to the active queues, the value of STORAGE can exceed
100%.

The scheduler contention ratio, RATIO, is a smoothed measure
of the contention for real storage, and is defined as:

E+HM
* RATIO =
M
®¥here:
M is the number of users in queuel and queue2
E is the number of users waiting to be allocated real

storage by the scheduler and, therefore, temporarily
resident in the scheduler's eligible lists.

Thus, RATIO is the ratio of active users to users being
serviced, and is 1.0 for optimum respcnse. Optimum response
occurs when enough real storage is available to accommodate
all active wusers, assuming the processor can process their
commands. If E and M are both zero, the value of RATIO is set
to 1.0.

Given the value of RATIO and M, (Q1¢Q2) the number of users in
the eligible list can be computed as:

E = M (RATIO-1T)
INDICATE USER
allows a user to determine the resources used and occupied by
his virtual machine, and the I/O events that have taken place.

The following two line response is returned:

PAGES: RES-nnnn WS—-nnnn READS=nnnnnn WRITES=nnnnnn DISK-nnnn DRUM-nnnn
VIIME=nnn:nn TTIME=nnn:nn SIO=nnnnnn RDR-annnnnn PRT-nnnnnn PCH-nnnnnn

The first line of the response displays the data from the user's VMBLCK
that is relevant to his virtual machine's paging activity and resource
occupancy.

RES is the current number of the user's virtual storage pages
resident in real storage at the time the command is issued.

WS is the most recent system estimate of the user's working
set size.
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The second
accumulate
command wa

READS is the total number of page reads for this user since he
logged on or since the last ACNT command was issued for his
virtual machine.

WRITES is the total number of page writes for this user since
he logged on or since the last ACNT command was issued for his
virtual machine.

SK isg irtual pages allocated on the
-

Is
syste

~f
v

urre er v
ng disk for this user

B
o]
[
Vo]

DRUM is the current number of virtual pages allocated on the
system paging drum for this user.

line of the response gives the user his processor usage and
d I/0 activity counts since logon or since the last ACNT
s issued for his virtual machine.
VTIME is the total virtual processor time for the user.

TTIME is the total virtual processor and simulation time for
the user.

SIO is the total number of nonspooled I/0 requests issued by
the user.

RDR is the total number of virtual cards read.
PRT is the total number of virtual lines printed.

PCH is the total number of virtual cards punched.

THE CLASS E INDICATE COMMAND
The format of the class E INDICATE command is:
r i J
| I r ) |
| INDicate | |LQAD | |
| T | r a4 l
| | [|USER (Bl . I |
| (| {useridl| |
| | L 41 |
| i 1Queues | |
| I 11/0 | |
| 1 . r Al |
[ | IPAGing [|WAIT || i
| (| {ALL It {
I ! L L N | ‘
'l 4
where:
INDICATE LOAD

provides the same output as the INDICATE LOAD option described

under "The Class G Indicate Command."
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INDICATE USER *
refiects activity of the system analyst®s own virtual machine.
The output of this option is the same as that of the INDICATE
USER * option described under "The Class G INDICATE Command."™

INDICATE USER userid
allows the system analyst to determine the activity of other
virtual machines in terms of the resources used and occupied
and events that have taken place. Users with class E authority
can access data from the VYMBLOK of any user currently logged
onto the system in their attempts to understand an overload or
poor performance situation.

The output of this option is the same as that of the INDICATE
USER * option described under "The Class G INDICATE Command".

INDICATE QUEUES .

displays the active users, the queues they are in, the storage
they are occupying, and the status they are in. The display
indicates those users currently dominating main storage. Users
waiting in eligible lists are included in the response because
they are contending for main storage and it is only by chance
that they were not occupying main storage at the time of the
command.

The response to the INDICATE QUEUES command is as follows:

userid1 aa bb sss/ttt userid2 ... (up to 3 userids per line)

useridn
is the user identification.

aa is the eligible list or queue that the user occupies.
bb is one of the following status indicators:

RU the current runuser in uniprocessor mode. In
attached processor confiqurations, the current
runuser on the main processor.

RA in attached processor configurations, the current
runuser on the attached processor. (Not used in
uniprocessor mode).

DF in attached processor configurations, the processing
of a synchromnous (program and SVC) interrupt for
this user has been deferred until the system lock is
available (not used in uniprocessor mode).

PG the user is not running because CP is attempting to
bring in a page from a paging device.

I0 the user is in I/0 wait because access to the device
is not available at the moment.

EX the user is waiting for +the completion of an
instruction simulation.

PS the user is in an enabled wait state for high speed
I/0 devices.

- waiting to be redispatched.

Note: In cases where a virtual machine may be 1in more
than one of the above states, only one state is
displayed. The state displayed is the first omne
encountered in the order of priority indicated above.
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sss 1is a hexadecimal number indicating the number of pages
resident in real storage

ttt 1is a hexadecimal number indicating the working set size.

Note: The order of the users in the INDICATE QUEUES response
is as follows:

1. ¢1 and Q2 wusers in runiist priority order (that 1is,
dispatching priority order).

2. Eligible list E1 users in scheduling priority order.

3. Eligible 1list E2 users in scheduling priority order.

INDICATE I/0

provides information about conditions leading to possible I/0
contention within the system. The response gives the userids
of all the users in I/0 wait state at that instant in tinme,
and the address of the real device to which the most recent
virtual SIO was mapped. Because the response indicates only
an instantaneous sample, use the command several times before
assuming a condition to be persistent. If it is persistent,
run the SEEKS option of the MNONITOR command to conduct a
thorough investigation of the suggested condition.

The response to the INDICATE I/0 option is as follows:
userid1 cuu userid2 cuu ... (up to 5 userids per line)
where:

useridn
is the user identification.

cuu indicates the real device address.
In the case where a virtual machine may have issued multiple

SI0s, the response indicates the real device address
corresponding to the most recent one issued.

INDICATE PAGING WAIT

108
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is provided for installations that have 2305s as primary
paging devices and other direct access devices as secondary

paging devices. A full primary device and subsequent
allocation of paging space on the slower device may be
responsible for degradation in system performance. Use the

INDICATE PAGING VWAIT option when the INDICATE QUEUES option
shows that a significant proportion of the users in queue?l and
gqueue? are persistently in page wait. The response to the
command gives the userids of those users currently in page
wait and the numbers of page frames allocated on drum and on
disk.

The response to the INDICATE PAGING WAIT option is as follows:
userid1 nnn:mmm userid2 nnn:mmm ... {(up to 4 userids per line)

useridn
is the user identification.

nnon is the hexadecimal number of pages allocated on drum for
these users.
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nme is the hexadecimal number of pages allocated on disk feor

these users.
Note: Consider, for example, the following response:

usera 010:054 userb 127:000

If the two users vere to execute programs of

similar

characteristics, then usera would be expected to experience

moIe pagevwait than userb. Also, if the level
multiprogramming were to be low during the execution

of
of

usera's program, then more system page wait would occur than

during the execution of userb's program.

If users appear to have most of their pages allocated on disk,
it would be useful to know which users are occupying most of
the primary paging device space, and whether or not they are

still active. (That 1is, a virtual machine that is rumaning a

large operating system may have been allocated 1large amounts
of primary paging device space at IPL time but then may have

become inactive. Consequently, the machine 1is occupying

critical resource that could be put to better use.

INDICATE PAGING ALL

a

displays the page residency data of all users of the systes

(including the system nucleus and pageable routines).

The

response 1is identical to that of the INDICATE PAGING WAIT

option.
Other Responses:

NO USERS IN QUEUE
is issued for the INDICATE QUEUES option when appropriate.

NO USERS IN I/O0 WAIT
is issued for the INDICATE I/O option when appropriate.

NO USERS IN PAGEWAIT

is issued for the INDICATE PAGING WAIT option when appropriate.
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The MONITOR Command

VM/370 Monitor collects data in two ways:

1. By handling interruptions caused by executing MONITOR CALL (MC)
instructions.

2. By using timer interruptions to give contrel pericdically to
sampling routines.

MONITOR CALL instructions with appropriate classes and codes are
presently embedded in strategic places throughout the main body cf
VM/370 code (CP). When a MONITOR CALL instruction executes, a program
interruption occurs if the particular class of MONITOR CALL is enabled.
The classes of MONITOR CALL that are enabled are determined by the mask
in control register 8. For the format and function of the MONITOR CALL
instruction, refer to the System/370 Principles of Operation. The
format of control register 8 is as follows:

L .

i | | | | | | | |

| XXXX XXXX xxXxX xxxx 0123 4567 89AB CDEF |

| | | | | | i | |

L ]

where:

X indicates unassigned bits.

0-F indicates the bit associated with each class of

(hexadecimal) the MONITOR CALL.

WFhen a MONITOR CALL interruption occurs, the CP program interruption
handler (DMKPRG) transfers control to the VM/370 Monitor interruption
handler (DMKMON) where data collection takes place.

Sixteen classes of separately enabled MONITOR CALL instructions are
Fossible, but only eight are implemented in the VM/370 HMonitor.

Monitor output consists of event data and sampled data. Event data
is obtained via MONITOR CALL instructions placed within the VM/370 code.
Sampled data is collected following timer interruptiomns. All data is
recorded as though it were obtained +through a MCNITOR CALL instruction.
This simplifies the identification of the records.

The following table indicates the type of collection mechanism for
each Monitor class:

Monitor Class Collection
Class Name Mechanism
0 PERFORM Timer requests
1 RESPONSE MC instructions
2 SCHEDULE MC instructions
31 - P
4 USER Timer requests
5 INSTSIM MC instructions
6 DASTAP Timer requests
7 SEEKS MC instructions
8 SYSPROF Collected via class 2

1There is no class name for monitor class 3, but it is reserved.
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Another function, separate from the VM/370 Monitor, is also handled
by the MONITOR <command. The HONITOR command <can stop and starct
internal trace table data collection, which 4is not initiated by MONITOR
CALLs. S o ' ) )

~"n
“r

Note: The VM/370 Monitor record format and the contents of the record
are shown in "Appendix C. Monitor Tape Format and Content."

The MONITOR command:

e Stops and starts CP internal trace table data collection.

e Displays the status of the internal trace table and each implemented
class of VM/370 Monitor data collection. Displays the specifications
for automatic monitoring defined by the SYSMON macro in DMKSYS. 1In
addition, it displays those specifications for automatic menitoring
that are overridden by Monitor commands. It also displays whether
the tape, or spool file is the recording medium.

e Starts and stops VM/370 data collection using tape or spool file. It
also closes the spool file, if desired.

e Specifies VM/370 monitor «classes of data collection enabled, number
of buffers used, and time of data collection. It also specifies
other options which override the specifications for automatic
monitoring on the SYSMON macro contained in DMKSYS.

e Specifies the interval to be used for timer driven data collection.
e Specifies direct access devices that are to be included or excluded

from a list of devices. The list defines direct access devices for
which CP is to collect data for the SEEKs class.
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The format of the class A and E MONITOR command is:

r
| [ r | ™
| MONitor l Display ISPOQL|

| | | TAPE I

| [ L

| | ENable PERForm

| | RESPonse

| { SCHedule

| | USER

| | INSTsim

| | DAStap

| | SEEKs

| | SYSprof

| | r 1

| | INTerval nnnnn ISECI nn

| | | MIN{

' | L J

i |

| | r ]
| | STArt |SPOOL [ To userid] [BUFFS n] {
| | | r 2] |
| | | TAPE raddr | MODE (800 )| I
[ { [ | {1600}| [BUOFFS n]i
| | | | 6250) | |
| | | L 4 |
| | |CPTRACE |
i ‘ L 4
| rg

{ | r 12

| | STOP |SPOOL |

| i | TAPE |

| | |CPTRACE|

I l [N J

| |

| | CLOSE

| |

| | AUTOdisk ON

| | {OFF}

| {

| | TIME FROM h1.m1 to h2.m2

| | FOR hh.nmn

{ | ALL

| | NONE

| |

| | r )

| | LIMIT n | NOSTOP|

l | {STOP |

i 1 { SAMPLE |

| l L J

| | SEEKS INclude raddr raddr ....

| | EXclude raddr raddr ....

| | DELete

1 I\ DISplay J
|

|

|

L

1select one or more of the classes subject to the restrictions below.
25ee operand description for defaults.

o i e o — —— . N M MR MR G GNER R N S e AN G G S e e SES M G G S R S A et S S i ST R MM i e O AV A — O — — — — o — —— o— o]
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ENABLE

|SPOOL |

|TAPE |

{ALL |

i 4
displays the status of the applicable VM/370 Monitor variables
and the status of +the internal trace table. SPOCL is the
default operand. Regardless of the SPOOL, TAPE, or ALL
operand selected, each class of MONITOR CALL and its current
enabled/disabled state is listed on the terminal.
If SPOOL is requested, the automatic monitoring specifications
are listed on the terminal, including whether or not automatic
monitoring has been requested, its start and stop times, the
number of monitor buffers to be wused, the userid of the
virtual machine t6 vrTeceive the spocl file, the spool file
record limit and class, and which monitor classes are to be
enabled.
If automatic monitoring is already in progress, the spool file
number is given together with the number of monitor buffer
records already written to it.
If the TAPE option is requested, only the status of monitor
classes and the CPTRACE table is indicated.
If ALL is specified, a combination of SPOOL and TAPE responses
are shown on the terminal.

PERForm

RESPonse

SCHedule

USER

INSTsim

DAStap

SEEKs

SYsprof

enables the specified <classes of MONITOR CALL. Each
successful completion of +this command creates a new mask for
control register 8. The function of each class is described
in the section "Implemented Classes.™

The effect of the MONITOR ENABLE command depends upon whether
data collection is active or inactive when the command is
issued. If data collection is active (MONITOR START has been
issued), the new mask is moved directly into control register
8, replacing the previous mask, and the new mask takes effect
immediately. Collection then continues with the classes just
entered. If data collection is not active at the time the
command is issued, the mask is saved until +the MONITOR START
command is issued. If a MONITOR START command is issued
without a preceding MONITOR ENABLE, the SYSMON class
specifications are used. Any mask stays in effect only until
the next MONITOR STOP command.
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INTERVAL

MONITOR ENABLE Restrictions:

Restrictions exist on issuing the MONITOR ENABLE command while
the VM/370 Monitor is collecting and recording data.

Every MONITOR ENABLE command yields a new mask. Thus, for
example, if PERFORM and USER classes are currently being
collected, and you enter MONITOR ENABLE INSTSIM, then PERFORNM
and USER classes are stopped and INSTSIM is started.

The DASTAP operand in the MONITOR ENABLE command must be
specified prior to the MONITOR START TAPE command. DASTAP may
be disabled at any time by respecifying the MONITOR ENABLE
command with DASTAP absent from the class list.

The SYSPROF class cannot be activated unless both the DASTAP
and SCHEDULE classes are also active.

If data collection is 1in progress when 7you issue a MONITOR
ENABLE command and an error occurs in the command line during
processing, no change 1is made to the monitoring status.
Unrecognizable keywords, conflicting or missing operands
generate appropriately different error messages.

Due to the potential security exposure that exists with
collecting terminal input and output data, the RESPONSE class
of data collection does not occur unless the system programmer
sets the TRACE(1) bit in the LOCAL COPY file to a 1 and
reassembles the CP module DMKMCC. If this is not done, the
RESPONSE class is considered an invalid operand of the MONITOR
ENABLE command.

.
SEC| nn
MIN|

J
specifies the time interval to be used for the +three timer
driven data collection classes: PERFORM, USER, and DASTAP.
The value specified by nnnnn is the number of seconds or
minutes between data collections. If no interval is specified

nnonnn

r——

‘on  the MONITOR INTERVAL command, an error message is

generated. If you give an interval bLut enter neither SEC nor
MIN, the default is SEC. The maximum allowakle interval is 9
hours (540 minutes or 32,400 seconds). The minimum is 30
seconds.

If the MONITOR INTERVAL command is not issued, the default
interval is 60 seconds. The MONITOR INTERVAL coammand can be
issued at any time; however, if data collection is already in
progress, the new interval does not take effect until the
current interval has elapsed.

nn specifies how frequently the VM/370 Monitor is to sample
channel status, control unit status, and device status for
the DASTAP class. The nn parameter specifies only seconds,
has a minimum value of 1, a maxirum value of 99, and a
default value of 2. The amount of time specified by nn
must be less than the amount of time specified by nnnnn.

The value of nn and the value of nnnnn work together in the
following way. The VM/370 Monitor accumulates channel
status, control unit status, and device status in a buffer.
The value of nn determines the frequency of accumulation;
the value of nnnnn determines how frequently the buffer is
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1
1 SPOOL [To userid] [ BUFFS n1l 1
r 1 |

| TAPE raddr | MODE(800 )| |
| 1600 [BUFFS nl|

{ 6250) | |

L J |

|

4

CPTRACE
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written to tape. When the bhuffer is written to tape, it is
written as a class 6 (DASTAP) record under monitor code 02.

The MONITOR interval is reset to the default of 60 seconds
whenever any of the following occurs:

e The user issues MONITOR STOP, or the 'monitor stops
automatically

e The system stops the MONITOR because of an unrecoverable
I/0 error

e The end of tape or spool record limit is reached

starts VM/370 Monitor data collection to the spool file or
tape, or starts the CP internal trace table. If no optional
parameter is provided, SPOOL is the default. MONITOR START
SPOOL starts the ¥M/370 Monitor data collection using a spool
file for storage.

When data collection is stopped and the spool is closed, the
spool file is added to the <chain of reader files destined for
the virtual reader of the virtual machine defined by "userid."
Userid may be an asterisk (*) if the recipient virtual machine
is to be the one from which the START command is issued. If
the TO USERID option is omitted, the userid specified in the
SYSMON macro is used (See the VM/370 Planning and System:
Generation Guide. The TO USERID option overrides the SYSMON
specification and stays in effect until the system is
reinitialized or a nevw command is issued.

The monitor spool file is closed by a MONITOR STOP or MONITOR
CLOSE command, or when the record count limit is reached (as
specified in the SYSMON macro), or when a system restart or
system shutdown occurs.

The filename and filetype is generated internmally with the
filetype identifying date and time of starting.

The class of spool file is specified in the SYSMON macro and
defaults to “NM", If no classes of data collection have been
specified with an ENABLE command, then those specified with
the SYSMON macro are used.

The number of monitor buffers used are as specified in the
SYSMON macro, or as requested with the BUFFS option of the
START command. The BUFFS option overrides the SYSMON
specification only for the duration of +the data collection
session. Future monitoring sessions subsequently return to

-the -SYSMON-specification—-unless—again- overridden. If -the

namber of buffers specified in the SYSMON macro has been
defaulted, then the defaults described in the MONITOR START
TAPE command are adopted.
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The START TAPE command starts the data collection by VM/370
Monitor onto a tape mounted on a 9-track tape drive. Specify
"raddr" as the real hexadecimal address of the tape drive that
you want to use. It activates data collection for those
classes of MONITOR CALL previously specified in a MONITOR
ENABLE command. The mask that was saved by the MONITOR ENABLE

command is moved into control register 8. The data is
collected in  twoc buffer pages in real storage. These pages

are separate from the internal trace table pages. As each
data page is filled, it is written onto the tape.

Use BUFFS to specify the number of buffers to be wused for
monitoring, where "n" may be 1 to 10 and specifies the number
of 4096-byte buffers to be used. If the option is omitted,
VM/370 assigns a default. The value of the default depends
upon the model number or type of processor as follows:

[Model or Processor Default }
:Model 135, 138, or 145 — 2 buffers:
:u331 Processor - 2 buffers:
:Model 148, 155, or 158 -— 3 buffers:
:Model 165 or 168 - 4 buffers:

| |
13031, 3032, 3033, or |

{4341 processor - 4 buffers]|
L . |

It is valid to specify BUFFS 1 only if the PERFORM class of
data collection is the only one enabled with the MONITOR
ENABLE command. Once monitoring is in progress with just one
buffer, it is not possible to issue a MONITOR ENABLE command
with other than Jjust the PERFORM class of data collection
specified.

Single-buffer operation 1is useful for basic performance
analysis in minimum main storage configurations.

when the VM/370 Monitcr is started, CP issues a REWIND command
followed by a Set Mode command for the reset value of tape
density.

The user can request a different mode setting by specifying
the MODE option in the MONITOR START TAPE command. Mode
values of 800, 1600, or 6250 bpi may be specified.

Note: If a user specifies a density mode that the tape cannot
handle, the control unit may not return an error condition.
In this case, the mode setting is ignored, and the default
control unit setting is used.

The START CPTRACE command starts the tracing of events that
occur on the real machine. The events are recorded in the CP
internal trace table in chronological order. When the end of
the table is reached, recording continues at the beginning of
the table, overlaying data previously recorded.
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r a1
STOP |SPOOL |
iTAPE i
JCPTRACE|
L J
stops VM/370 Monitor data collection to a spool file or tape,
or stops the CP internal +trace tatle. If no option is
specified and the VM/370 Monitor is active, then data
collection is terminated, whether or not a spool file or tafpe
is in use. Internal tracing can only be stopped by specific
use of the CPTRACE option. If automatic VM/370 Monitor data
collection is active when the MONITOR STOP SPOOL command is
issued, monitoring ceases and will not start again (even if
the current time 1is within the bounds of the TIME operand of
the SYSMON macro) unless the system atnormally terminates or

is shut down and reloaded.

The STOP TAPE command stops data collection by VM/370 Monitor
onto tape. A zero mask is immediately stored in control
register 8, thus disabling MONITOR CALL interruptions. The
last partially filled page is written out, two tape marks are
written, and the tape is rewound and unloaded. The two buffer
pages, which were obtained at the time the MCNITOR START TAEE
commpand vas issued, are released.

The STOP CPTRACE command terminates the +tracing of events
occurring on the real machine. Event recording ceases but the
pages of storage containing the CP internal trace table are
not released. Tracing can be restarted at any time by issuing
MONITOR START CPTRACE.

Note: The CPTRACE and TAPE operands of the MONITOR command
have completely separate functions. Commands affecting the
status of one function have no effect on the other.

CLOSE
may be used when VM/370 Monitor is collecting performance data
using a spool file and it 1is desirable to reduce the data
collected thus far. The command closes the current spool file
(thereby making it available to the reader of the recipient
virtual machine) and causes monitoring to continue
uninterrupted with a new spool file.

AUTOdisk {on
OFF

may be used +to override the specification for automatic
mcnitoring in the SYSMON macro. Its only use is to affect the
automatic startup of monitoring. If automatic monitoring is
already active, it may only be stopped manually by a MONITCR
STOP command. Note that in general, any attempts to override
the definitions of the SYSMON macro with commands are
temporary. No monitor checkpointing is attempted, so that an
IPL or abnormal termination causes full restoration of the
initial automatic monitoring definitionms.

tThe default value is the active trace facility that is SPOOL or TAPE.

Part 2. Control Program (CP) 117



r
TIME |FROM h1.m1 to h2.m2
| FOR
|ALL
| NONE

L

hh.nm

| P |

specifies that the automatic monitoring start and stop times
defined by the SYSMON macro should be temporarily overridden
(until the next IPL or the next MONITOR TIME command). The
FROM, ALL, and NONE options are equivalent to their
counterparts in the TIME operand of the SYSMCN macro (see the
VM/370 Planning and System Generation Guide. The FOR option
is provided specifically to simplify data collection during
benchmarking or testing. If AUTO OR is in effect, spocl
monitoring will start immediately and run for the specified
period of time. Note that if automatic monitoring is imminent
and the FOR option is specified, the period of monitoring
defined by the SYSMON macro will be overridden.

1

______ |
|STOP |
ISAMPLE|
L 4

specifies that the LIMIT options of the SYSMON macro should be
temporarily overridden (until the next system IPL or the next
MONITOR LIMIT command). The maximum buffer count in each
spool file may be changed with the n parameter (within the 10
to 50000 range of the SYSMON macro). If it is necessary to
change whether or not automatic monitoring should continue
after the 1imit has been reached and the spool file closed,
then the STOP, NOSTOP options may Lke specified. If this
should be done without changing the limit number, an asterisk
(*) may be specified for "n".

When SAMPLE is specified, n defines how frequently the ¥YM/370
Mconitor is to close the monitor spool file and send it to the
virtual reader of the data reduction virtual machine. To
determine when +to close the file, the VM/370 MHMonitor counts
the number of data samples it takes for the PERFORM, USER, and
DASTAP classes. When this count equals the value of n, the
VM/370 Monitor closes the file. After the file is closed,
monitoring continues using a new file.

The following example shows how the INTERVAL parameter and the
LIMIT parameter work together. If <the INTERVAL parameter
specifies an interval of 30 seconds and the LIMIT parameter is
coded as LIMIT 10 SAMPLE, the ©VM/370 Monitor closes the spocl
file every 300 seconds (30x10).

The LIMIT parameter may be specified for automatic monitoring
by wusing the SYSMON macro instruction in module DMKSYS.
Instructions for using this macro instruction are 1in the
VM/370 Planning and System Genperation Guide.
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Exclude raddr raddr ...

\ NRT. a+a
<<

SEEKS SINclude raddr raddr ...!
| pTsplay )
allows an installation to establish and maintain a 1list of
real device addresses for DASD devices. The VM/370 Monitor
collects status information from the listed devices for the
SEEKS class and writes the information to a class 7 monitor
record. Appendix C defines the format and content of the
class 7 record. The length of the list is limited only by the

maximum number of device addresses that fit on one line of the
terminal at which the command is entered.

Use the INclude option to create a list or to add entries to
the existing list.

om the

Use the EXclude option to exclude non—23 evices fr
mation for all

505
list. The VM/370 Monitor collects info
non-2305 devices not excluded.

Use the DELete option to delete the entire list. Deleting the
list frees the storage the list occupied.

Use the DISplay option to display the 1list. To reduce the
performance impact of collecting the status information, keep
the list as short as possible. CP retains the 1list from one
monitoring session to another. Therefore, periodically review
the 1list to ensure that it does not containr unnecessary
addresses.

Responses:

—

The following response occurs if you issue the MCNITOR DISPLAY command:

CLS KEYWORD STATUS
0 PERFORM
1 RESPONSE (ENABLED
2 SCHEDULE
4 USER or
5 INSTSIM
6 DASTAP DISABLED)
7 SEEKS
8 SYSPROF
- CPTRACE

The following response occurs for MONITOR commands, except MONITOR
DISPLAY, that successfully execute:

COMMAND COMPLETE

IMPLEMENTED CLASSES

The following MONITOR CALL classes correlate with the corresponding
classes in control register 8. Refer to the System/370 Principles of
Operation for details of the MC imstruction and the bits in control
register 8.
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or
Keyword
PERFORM

RESPONSE

SCHEDULE

——

INSTSINM

DASTAP

IBM VM/370 Svstem Proarammer's Gui

Data Collection Function

Samples system resource usage data by accessing
systen counters of interest to systenm
performance analysts.

Collects data on terminal I/0. Simplifies
analyses of command wusage, user, and systenm
response times. It can relate user activity to
system performance. This class is invalid and
no data can be collected for it unless the
system programmer changes the LOCAL COPY file
and reassembles DMKMCC.

Collects data about scheduler queue
manipulation, monitors flow of work through the
system, and indicates the resource allocaticn
strategies of the scheduler.

Reserved.

Periodically scans the chain of VMBLOKs in the
system, and extracts user resource utilization
and status data.

Records every virtual machine privileged
instruction handled by the control progran
(CP) . Because simulation of privileged
instructions is a major source c¢f overhead,
this data may 1lead to methods of improving
performance.

If the VMA feature 1is active, the number of
privileged instructions that are handled by the
control program 1is reduced for those virtual
machines that are running with the feature
activated.

Periodically samples device I/0 activity counts
(SI10s), for tape and DASD devices only.

It is possible that the number of DASD and tare
devices defined in DMKRIO may exceed 291 (the
maximum number of MONITOR DASTAP records that
fit in a MONITOR pbuffer). The following
algorithm determines which devices are
monitored:

1. If the total number of DASD and tape
devices that are c¢nline is less than or
equal to 291, all online DASD and tape
devices are monitored.

2. If the total number of online DASD devices
is less than or equal to 291, all online
DASD devices are monitored.

3. Otherwise, the first 291 online DASD
devices are monitored.
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Monitor

Class Keyword Data Collection Function
7 SEEKS Collects data for every 1I/0 reguest to DASD.

Reveals channel, control unit, or device
contention and arm movement interference
problenms.

Note: FWhen NOTRANS is in effect for a
virtual=real machine, no meaningful data is
collected.

No data is collected for TIO or HIO operatioms.
For SIO operations, data dis collected when the
request for the I/0 operation 1is initially

handlied and again when the request is
satisfied.
This means that a single SIC reguest could

result in two MONITOR CALLs. For example, if
the request gets queued because the device is
already busy, then a MONITOR CALL would be
issued as the request is queuned. Later, when
the device becomes free and is restarted, a
second MONITOR CALL is issued.

In general, the data collected is the same
except that in the first case there will be
nonzero counts associated with queued requests.

If the request for I/0 is satisfied when it is
initially handled without being queued, only
one MONITOR CALL results. In both this case
and the second of the +two data collections
mentioned above, the count of I/0 requests
queued for the device is zero.

8 SYSPROF Collects data complementary to the DASTAP and
SCHEDULE classes in order to provide a more
detailed "profilem" of systen performance
through a closer examination of DASD
utilization.

VM/370 MONITOR RESPONSE TO UNUSUAL TAPE CONDITIONS

When I/0 to the tape is requested, the device may still be busy from the
previous request. If this occurs, two data pages are full and data
collection must be temporarily suspended. Control register 8 is saved
and then set to zero to disable MONITOR CALL program interruptions and
timer data collection. A running count is kept of the number of times
suspension occurs. The current Monitor event is disregarded. When the
current tape I/0 operation ends, the next full data page is scheduled
for output. MONITOR CALL interruptions are reenatled (control register 8
is restored), a record containing the time of suspension, the time c¢f
resumption, and the suspension count is recorded and data collecticn
continues. The suspension count is reset to zero when the MONITOR STCP
TAPE is issued.

Part 2. Control Program (CP) 121



Unrecoverable Tape Error

When an unrecoverable error occurs, DMKMON receives control and attempts
to write two tape marks, rewind, and unload the tape. The use of the
tape is discontinued and data collection stops. The operator is informed
of the action taken. Whether or not the write-tape-marks, rewind, and
unload are successful, the tape drive is released.

End-of-Tape Condition

When an end-of-tape condition occurs, DMKMON receives control. A tape
mark is written on the tape and it is rewound and unloaded. The VM/370
Monitor is stopped and the operator is informed of the action taken.

VM/370 MONITOR CONSIDERATIONS

System Geperation

The system programmer may want to set the TRACE(1) bit to a 1 in the
LOCAL COPY file and reassemble DMKMCC to allow RESPONSE data (MONITCR
class 1) to be collected. See the information about security exposure
in "MONITOR ENABLE Restrictions"™ in the MONITOR command description.

Initial Program Load

MONITOR START CPTRACE is active after real system IPL (manual or
automatic). The VM/370 Monitor tape data collection is off after IPL.
If automatic performance monitoring is specified in the SYSMON macro and
IPL occurs Wwithin the range of the TIME operand of the SYSMON macro,
VM/370 monitor data collection to a spool file is started.

System Shutdown

If the VM/370 Monitor data collection to a spool file is taking place, a
system shutdown causes closing of the file and termination of
monitoring. If data collection is to tape, a system shutdown implies a
MONITOR STOP TAPE command. Normal command processing for the MCNITCR
STOP TAPE function is performed by the systenm.

System Failure

If the VM/370 system fails and data collecticn to a spool file is
active, the spoocl file is closed and preserved, except for the last
buffer. If the VM/370 system fails and data collection is active on
tape, an attempt is made to write two tape marks, rewind, and unload the
tape. If the tape drive fails to rewind and unload, be sure to write a
tape mark befcre rewinding and unloading the tare. VM/370 Monitor data
collection is terminated by the system failure.



I1/0 Devices

If YM/370 monitor data collection is active using tape, a supported tape
drive must be dedicated to the system for the duration of the
monitoring. For accounting purposes, all I/0O is charged to the system.

VM/370 MONITOR DATA VOLUME AND OVERHEAD

Use of the VYM/370 Monitor usually requires that three pages be locked in
storage for the entire time the VM/370 Monitor is active; however, only
two pages are required if the single buffer option is used with only the
PERFORM class of data collection enabled. This reduces by three the
number of page frames available for paging. This significantly affects
the performance of the rest of the system when there is a limited number
of page frames available for paging.

PERFORM This c¢lass of data collection is activated once every 60

~ seconds (or as defined by the MONITOR INTERVAL command), and
records system counters relevant to performance statistics.
It is, therefore, a very low overhead data collection option.

RESPONSE This class collects terminal interaction data and, because cf
the human factor, has a very low rate of occurrence relative
to processor speeds. Consequently, this class causes
negligible overhead and produces a low volume of data.

SCHEDULE This <class records the queue manipulation activity of the
scheduler and generates a record every time a user is added to
the eligible 1list, added to queuel or queue2, or removed from
queue. The recording overhead is very low.

USER This class of data collection is active once every 60 seconds
(or as defined by the MONITOR INTERVAL command). Data is
extracted from each user's VMBLOK, including the systen
VMBLOK. The overhead incurred is comfarable with that of the
statistical data of the PERFORM class; however, it increases
with the number of users logged onto the systenm.

INSTSIM This class of data collection can give rise to large volumes
of data because of the frequency of privileged instructionmns in
some virtual machines. This may incur significant overhead.
It should be activated for short periods of time and
preferably, though not necessarily, when other classes of data
collection are 1inactive. If the Vvirtual Machine Assist
feature is active for the virtual machine, the data volume
and, consequently, the CP overhead may be reduced.

DASTAP This class of data collection samples device activity counts
once every 60 seconds (or as defined by the MONITOR INTERVAL
conmand) and is a very low source of overhead, similar to the

ERFORM and USER classes.

SEEKS This class of data collection can give rise to large volumes
of data because every start I/0 request to DASD is recorded
via a MONITOR CALL.

SYSPROF This class of data collection is complementary to the SCHEDULE
and DASTAP classes and results in a small amount of additional
overhead. It obtains more refined data on DASD resource
usage.
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First you must determine how many similar users can be run concurrently
on a given configuration before the throughput of individual users
becomes unacceptable.

Monitoring Recommendations

Every installation should use the automatic monitoring facilities to
simplify and automate the collection of performance data. A virtual
machine should also be set up to analyze and report the collected data.
The VM/370 Performance/Monitor Analysis Program (VMAP) does such a task.
For more information about the capabilities of this program and for
details about ordering it, see the publication virtual Machine
Facility/370 Performance/Monitor Analysis Program. This program or
user-written analysis programs should be run on a daily basis to analyze
the collected data. Data reduction should preferably be run at off-peak
hours to minimize the effect on the performance of the system that is
doing data —reduction. Initially, the data <collected with MONITOR
default options should be analyzed to establish a familiarity with the
load environment and performance profile of each virtual machine systen
and its effect on CP.

Once a performance profile 1is established for each system and
associated virtual machines, the analyst should be able to detect points
of contention between processor(s) storage, I/0, and paging subsystesms.

Normally the spool file monitoring options should be used. However,
if large volumes of trace data are to be collected, then monitoring to
tape should be used. Tape is also useful if benchmarking is frequently
done and all of the new monitor +trace and sampled data must be archived
for possible future use. The default mode of operation of the
Performance/Montior Analysis Program is to keep the condensed ACUM files
and not the raw data.

If SEEKs data is needed, a sampling technigque is suggested. A simple
implementation might be to use a CMS EXEC procedure to enable SEEKs for
ten seconds every ten minutes. This would produce SEEKs data while
limiting the volume of data collected. An alternative is to create a
list of devices for which data for the SEEKs class 1is to be collected.
CP will collect data for only those devices in the list. To create the
list, use the INCLUDE or EXCLUDE options of the MONITOR command's SEEK
operand. If data 1is collected for only a few devices, consider
cocllecting data for longer periods of time.

LOAD ENVIRONMENTS OF VM/370

Two distinct uses of VM/370 can be readily identified and, consequently
some differences in criteria for acceptable performance may occur. The
system may be required to time share multiple batch-type virtual
machines with interactive machines performing minor support roles; or,
the system may be primarily required to provide good interactive
time-sharing services in the foreground, with a batch background
aksorbing spare resources of real storage and processor.
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After determining the minimum acceptable performance, perfornm
external observations of turnaround time on benchmarks and specify a
point beyond which the addition of more users would be unacceptabie.
However, when that point is reached, more sophisticated internal
measurement is required to determine the scarcest resource and how the
bottleneck can be relieved by additional hardware.

Several possible conditions can be identified resulting from
different bottlenecks. They are:

e Real storage levels of multiprogramming are 1low compared with the
number of contending users. Hence, each user is dispatched so
infrequently that running time or response time may becomne
intolerable.

e Storage may be adequate to contain the working sets of contending
users,. but the processor is being shared among so many users that
each is receiving inadequate attention for gocd throughput.

e Real storage space may be adequate for the processor, and a high
speed drum is used for paging; however, some virtual storage pages cf
some users have spilled onto slower paging devices because the drunm
is full. With low 1levels of multiprogramming, user page wait can
become a significant portion of system wait time. Consequently,
processor utilization falls and throughput deteriorates.

e Storage, processor, and paging resources are adequate, Yyet several
users are heavily I/0-bound on the same disk, control unit, or
channel. In these circumstances, real storage may be fully committed
because the correct level of multiprogramming is selected, yet device
contention is forcing high I/0 wait times and unacceptable processcr
utilization.

Estimates of typical working set sizes are needed to determine how
well an application may run in a multiprogramming environment on a given
virtual storage systen. A measure of +the application's processor
requirements may be required for similar reasons. Measurements may be
required on the type and density of privileged instructions a certain
Frogramming system may execute, because, in the wvirtual machine
environment, privileged instruction execution may be a major source of
cverhead. If +the virtuval machine environment is used for programmin
developmnent, where the improvement in programmer productivity outweighs
the disadvantages of extra overheads, the above points may not be too
critical. However, if throughput and turnaround time are important,
then the converse is true, and the points need <close evaluation before
allocating resources tc a virtual machine operation.

High levels of multiprogramming and overcommitment of real storage
space lead to high paging rates. High paging rates can indicate a
healthy condition; but be concerned about page stealing and get evidence
that this rate is maintained at an acceptable level. A system Wwith a
high rate of page stealing is probably thrashing.
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Performance —- Mixed Mode Foreground/Background Systems with Emphasis on
Good Interactive Response

Most of +the conditions for good performance, established for the
time-shared batch systems, apply equally well to mixed mode systenms.
However, two major factors make any determination more difficult to
make. First, get evidence to show that, in all circumstances, priority

. : . . s . . PR
is given to maintaining good interactive respense, and that noentrivial

tasks truly take place in the background. Secopd, background tasks, no
matter how large, inefficient, or demanding should not be allowed to
dominate the overall utilization of the time-sharing system. 1In other
words, in mixed mode operation, get evidence that wusers with poor
characteristics are discriminated against for the sake of maintaining a
healthy system for the remaining users.

A number of other conditions are more obvious and straightforward.
You need to measure response and determine at what point it becomes
unacceptable and why. Studies of time-sharing systems have shown that a
user's rate of working is closely correlated with the system response.
When the system responds quickly, the user 1is alert, ready for the next
interaction, and thought processes are uninterrupted. When the systen
response is poor, the user becomes sluggish.

For interactive environments, a need exists tc analyze command usage.

Average execution time of the truly interactive commands can provide
data for validation of the Queue 1 execution tinme.
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Accounting Records

The accounting data gathered by VM/370 can help in analysis of overall
system operation. Also, accounting data can be used to bill VM/370
users for time and other system resources they use.

There are three types of accounting records: the virtual machine user
records, records for dedicated devices as well as T-disk space assigned
to virtual machine users, and accounting records generated as a result
of user initiated DIAGNOSE X'4C!' instruction. A CMS batch virtual
machine creates an accounting record with the userid and account number
of the user who sent his job to the batch machine. Accounting records
are prepared as 80-character card images and sent to a punch file at
various times. Output class C is reserved for accounting records.

If the amount of free storage (available page frames) is relatively
small and the card punch is not periodically assigned to punch CP's
accounting cards, it 1is possible for CP's accounting routine to
progressively use a significant percentage of the available page frames
and cause a page thrashing condition to occur in VM/370. This happens
because the accounting routine creates and maintains accounting records
in real storage, and does not free that storage space wuntil the
accounting records are punched on the real system card punch.

To eliminate this problem, it is recommended that one punch pocket be
permanently dedicated +to this accounting function, or if that is not
feasible, to punch all the accumulated records every 1 to 2 hours.

Accounting cards are punched and selected to pocket 2 of any class C
card punch when a user logs off of the system, detaches a dedicated
device or T-disk, or issues a DIAGNOSE code X'4C' instruction. (If the
real punch is a 2540, the accounting cards are put in pocket 3.) These
records should be kept for system accounting purposes.

Accounting Records for Virtual Machine Resource
Usage

The information punched in the accounting card when a user ends his
terminal session (or when the ACNT command is invoked) is as follows
(columns 1-28 contain character data; all other data is in hexadecinmal
form, except as noted):

Column Contents
1- 8 Userid
9-16 Account numter
17-28 Date and Time of Accounting (mmddyyhhmmss)
29-32 Number of seconds connected to VH/370 System
23-36 Milliseconds of processor +time used, including time
for VM/370 supervisor functions
37-40 Milliseconds of virtual processor time used
41-44 Number of page reads
45-48 Number of page writes
49-52 Number of virtual machine SIO instructions for
nonspooled I/0
53-56 Number of spool cards to virtual punch
57-60 Number of spool 1lines to virtual printer (this

includes one line for each carriage control command)
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61-64 Number of spool cards from virtual reader
65-78 Reserved
79-80 Accounting card identification code (01)

Accounting Records for Dedicated Devices and
Temporary Disk Space

Accounting cards are punched and selected to pocket 2 of any class C
card punch when a previously dedicated device and temporary disk space
is released by a user via DETACH, LOGOFF, or releasing from DIAL
(ledicated device only). A dedicated device is any device assigned to a
virtual machine for that machine's exclusive use. These include devices
dedicated by the ATTACH command, those being assigned at logon by
directory entries, or by a user establishing a connection (via DIAL)
with a system that has virtual 2702 or 2703 lines. The information on
the accounting card is as follows (columns 1-28 contain character data;
all other data is in hexadecimal form, except as noted):

Column Contents
1- 8 Userid
9-16 Account number
17-28 Date and Time of Accounting (mmddyyhhmmss)
29-32 Number of seconds connected to VM/370 system
33 Device class
34 Device type
35 Model (if any)
36 Feature (if any)
37-38 Number of cylinders of temporary disk space used (if

any). This information appears only in a code 03
accounting card.

39-78 Unused

79-80 Accounting card identification code (02, 03)

The device class, device type, model, and feature codes in columns
33-36 are shown in Pigqure 10.

Accounting Records for LOGON, AUTOLOG, and
LINK Journaling

When LOGON, AUTOLOG, and LINK journaling is on, VM/370 may write type
04, type 05, or type 06 records to the accounting data set. These
records are written under the following circumstances:

e Type 04 records are written when VM/370 detects that a user has
issued enough LOGON or AUTOLOG commands with an invalid password to
reach or exceed an installation defined threshold value.

e Type 05 records are written when VM/370 detects that a user has
successfully issued a LINK command to a protected minidisk not owned
by that user.

e Type 06 records are written when VM/370 detects that a user has

issued enough LINK commands with an invalid password to reach or
exceed an installation defined threshold value.
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These records have the following formats:

Type 0&
column contents
1- 8 USERID specified on the command
9-16 Reserved for IBM use
17-28 Date and time of accounting (mmddyyhhmmss)
29-32 Terminal address
33-40 Invalid password
41-48 USERID that issued the AUTOLOG command
49-51 Reserved for IBM use
52-53 Current invalid password count
54-55 Accounting record limit (JPSLOGAR)
56-78 Reserved for IBM use
79-80 Accounting card identification code (04)
Type 05
colusn contents
1- 8 USERID that issued the command
9-16 Account number
17-28 Date and time of accounting (mmddyyhhmmss)
29-32 Terminal address
33-40 Reserved for IBM use
41-48 USERID of user that owns the minidisk
49-51 Minidisk address for which the LINK command was issued
52-78 Reserved for IBM use
79-80 Accounting card identification code (05)
Type 06
column contents
1- 8 USERID that issued command
9-16 Account number
17-28 Date and time of accounting (mmddyyhhmmss)
29-32 Terminal address
33-40 Invalid password
41-48 USERID of user that owns the minidisk
49-51 Minidisk address for which the LINK command was issued
52-53 Invalid password count
54-55 Invalid password limit (JPSLNKAR)
56-78 Reserved for IBM use
79-80 Accounting card identification code (06)

Accounting Records Created by the User

A virtual machine user can initiate the punching of an accounting card
that contains up to 70 bytes of information of his own choosing. To do
this, he issues a DIAGNOSE code X'4C' instruction with the following
operands:

e The address of a data area in virtuval storage containing the
information, in the actual format, that he wishes to have punched
into columns 9 through 78 of the card.

e A hexadecimal functionm code of X'10!

e The length of the data area in bytes
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The information on the accounting card is as follows:

Column Contents
1- 8 Userid
9-78 User formatted data
79-80 Accounting card identification code (CO)
For information ¢n using DIAGNOSE code XU'4c see "DIAGKROSE
Instruction in a Virtuwal Machine"™ in this section.

Operational Notes

If a punch is started for two classes with NOSEP specified, accounting
cards are not uniquely separated from data decks. If started with NOSEP
specified, the operator is prompted when a user has a deck to be
punched. The operator can thus remove any accounting cards before
starting the punch. After data is through punching, accocunting cards may
be punched.

If the amount of free storage (available page frames) is relatively
small and the card punch is not periodically assigned to punch out CP's
accounting cards, it 1is ©possible for CP's accounting routine to
progressively use up a significant percentage of the available page
frames and cause a page thrashing condition to occur in VM/370. This is
Lecause the accounting routine creates and updates accounting records in
real storage, and does not free that storage space until the accounting
records are punched out on the real system card punch. This situation
is further aggravated when the accounting option for a batch virtual
machine is