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The paper provides a historical survey of differential privacy. It begins with
a discussion of the desideratum that the this work is based on. The original
motivation for this was a concern for privacy in census data, as described
by Dalenius. We will also discuss the landmark paper by Dwork which pro-
vides an initial description of differential privacy. There will be a discussion
of two separate applications of differential privacy, location pattern mining
and health data. Finally we will examine some cases which cause problems
for the privacy guarantees afforded to us by differential privacy.

Categories and Subject Descriptors: H.2.8 [Database Applications]: Sta-
tistical Databases; K.4.1 [Computers and Society]: Privacy

General Terms: Databases, Security, Privacy

1. INTRODUCTION

The advent of large data sets and the computing power to quickly
sift through them has brought privacy concerns to the forefront. As
with almost everything in life, there is a tradeoff that must we wres-
tled with, between privacy and utility. Finding the correct balance
between these two poles leads us to a point of tension, but one that
may allow us to provide reasonable privacy guarantees while at the
same time allowing users and society in general to benefit from the
utility that these large datasets can provide.

2. STATISTICAL DISCLOSURE CONTROL

In 1977 Dalenius [Dalenius 1977] articulated a desideratum for sta-
tistical data sets. His paper does not talk about databases by name,
he only talks about statistical results. In the paper he is concerned
with disclosure control of data from a statistical data set. He offers
the following definition of disclosure. Consider an object Ok , and
a characteristic D, which is a survey characteristic. For the object
Ok this characteristic assumes the value Dk . If the release of the
statistics S makes it possible to determine the value of Dk more
accurately than it is possible without access to S , a disclosure has
taken place.
Dalenius then goes on to describe a typology for statistical disclo-
sure. His typology makes use of 6 dimensions:

(1) kinds of statistics S released: micro-statics, or macro-statistics;
(2) the measurement scale we used to express S;
(3) accessibility of disclosure: direct of indirect disclosure;
(4) scope of disclosure: external or internal disclosure;
(5) the disclosing entities: S- of S × E-disclosure

This typology results in at least 26 = 64 categories.

3. DIFFERENTIAL PRIVACY

In 2006 Cynthia Dwork wrote the first paper to define differential
privacy[Dwork 2006]. The same author continued to work on the
definition in this paper.[Dwork 2008] The paper defines differen-
tial privacy and then gives some ways to achieve that goal. As one

would expect, there is a significant tonal shift that occurs between
1977 and 2006. Where the Dalenius paper talks about data in terms
of census surveys and statistical data sets, Dwork talks about data
in the context of a database.

3.1 Definitions

The paper begins with defining some terms. A statistic is a quan-
tity computed from a specific sample. If a database is a represen-
tative sample of an underlying population, the goal of a privacy-
preserving statistical database is to enable the user to learn prop-
erties of the population as a whole, while protecting the privacy
of the individuals in the sample. As there will always be a trade
off between privacy and utility, in this paper, privacy is paramount,
so privacy goals are first defined, and then the utility that can be
achieved given those privacy goals will be accepted.

3.1.1 Auxiliary Information. Dalenius articulated a desidera-
tum that access to a statistical database should not enable one to
learn anything about an individual that could not be learned without
access. Dwork shows that this type of privacy cannot be achieved.
The problem is in auxiliary information, which is defined as infor-
mation available to the adversary other then from access to the sta-
tistical database. The example presented is the following. Suppose
one’s exact height was considered to be a highly sensitive piece
of information, and that revealing it would be considered a breach
of privacy. Assume that the database yields the average heights of
women of different nationalities. An adversary who has access to
the statistical database and the auxiliary information “Terry Gross
is two inches shorter then the average Lithuanian woman” learns
Terry Gross’ height, while anyone learning only the auxiliary in-
formation, without access to the average heights, learns relatively
little.

3.1.2 Utility. While it is true that a mechanism that always out-
puts an empty string, or a purely random string, clearly preserves
privacy, we need utility beyond that. In order for a mechanism to
be useful its output should not be predictable by the user, but the
unpredictability must not stem only from random choices made by
the mechanism. Intuitively there should be a vector of questions
whose answers should be learnable by a user, but whose answers
are not known in advance. The paper then posits a utility vector.
This is a binary vector of some fixed length. We can think of the
utility vector as answers to questions about the data.

3.1.3 Differential Privacy. The paper offers a formal defini-
tion of differential privacy.

DEFINITION 1. A randomized function κ gives ε-differential
privacy if for all data sets D1 and D2 differing on at most one
element, and all S ≤ Range( κ ),

Pr[κ(D1) ∈ S ] ≤ exp(ε) × Pr[κ(D2) ∈ S]
ε is the statistical distance we use to define the strength of the pri-

vacy. A mechanism κ satisfying this definition addresses concerns
that any participant might have about the leakage of her personal
information x: even if the participant removed her data from the
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data set, no outputs (and thus consequences of outputs) would be-
come significantly more or less likely. For example, the presence
or absence of an individual in a database should not significantly
affect their chance of receiving insurance coverage.
This definition can be extended to discuss group privacy as well.
A collection of c participants can be assured the same outcomes
where the privacy dilation is bound by exp(εc). While this value
may be tolerable for small values of c, the specific aim of data is to
disclose aggregate information about large groups, so we should
expect the privacy bounds to disintegrate with increasing group
size.
As previously discussed, differential privacy is not an absolute
guarantee of privacy. However, society has decided that benefits
of certain databases outweigh the costs, and differential privacy en-
sures that the additional risk incurred by participating in the social
beneficial databases is limited.

3.2 Implementation of Differential Privacy

The paper proceeds to describe a concrete interactive privacy mech-
anism achieving ε-differential privacy. The mechanism works by
adding appropriately chosen random noise to the answer a =
f(X), where f is the query function and X is the database; thus
the query functions may operate on the entire database as once.
The paper states that they can be simple -eg, “Count the number
of rows in the database satisfying a given predicate” - or complex
- e.g., “Compute the median value for each column; if the Column
1 median exceeds the Column 2 median, then output a histogram
of the numbers of points in the the S of orthants, else provide a
histogram of the numbers of points in a different set T of orthants.”

3.2.1 Exponential Noise. The paper states that they achieve ε-
differential privacy by the addition of random noise whose magni-
tude is choses as a function of the largest change a single partici-
pant could have on the output to the query function; this quantity is
referred to as the sensitivity of the function.

DEFINITION 2. Forf : D → Rd, the L1-sensitivity of f is

∆f = maxD1,D2
||f(D1)− f(D2)||1

for all D1,D2 differing in at most one element.

For many types of queries ∆f will be quite small. For example,
simple counting queries such as “How many rows have the property
P?” have ∆f = 1. The author states that the technics they describe
work best, introduce the least noise, when ∆f is small. This sensi-
tivity is a property of the function alone, and is independent of the
database. The sensitivity captures how great a difference (between
the value of f on two databases differing in a single element) must
be hidden by the additive noise generated by the curator.

4. LOCATION PATTERN MINING

Differential privacy has been applied to a wide range disparate
data sets and applications. One way that it has been applied is for
privacy preservation during location pattern mining[Ho and Ruan
2011]. With the proliferation of location acquisition technology on
mobile devises, there is a trend in collecting human movement data
for behavior analysis and pattern mining. To obtain meaningful
patterns, a large and diverse amount of individual location history
records has to be collected for analysis or mining. One of the main
concerns for individuals who participate in such a data collection is
the disclosure of their location when a user queries for the analysis
or mining results. This dataset is an ideal candidate for differential
privacy, because following the definition previously described,

there should not be anything that can be learned about the user
that is different had they not participated in the location mapping
system.
If user can be guaranteed that their privacy is protected, then
they will be more likely to participate in such a system. The
authors state that this increase in privacy will lead to increased
participation which in turn will lead to pattern mining capabilities
that will have more “social utility”.

4.1 Privacy Policies

There are two specific privacy policies that the authors of this
paper would like to control: (i) the precision of the discovered
locations and (ii) the output counts for queries on these locations.
Differential privacy ensures that the “ability of an adversary should
be essentially the same, independent of whether any individual
opts in to, or opts out of, the dataset”. If a specific user decides
to opt out from a location history database, and an adversary
can detect that, an interesting change can occur in the data, from
Region A to Region A′.
The authors of the paper claim that conventional privacy mecha-
nism that adds Laplace noise to (count) data may not work (well)
in practice even though it provides theoretical privacy guarantees.
One has to be cautious when this privacy preserving mechanism is
applied to new algorithms or a new problem settings.

4.1.1 Location Pattern Mining Differential Privacy. The au-
thors of the paper present an algorithm for differential privacy for
location pattern mining data sets. They start out by identifying two
issues that need to be overcome to make differential privacy guaran-
tee practical for the outputs of a location pattern mining algorithm.
First, the ability to control magnitude of sensitivity is critical for
Laplace noise perturbation. The second is to distribute the desired
level for differential privacy to different steps to to achieve practi-
cal differential privacy. In order to address these issue, the authors
split the differential privacy level ε between two steps: (i) spatial
decomposition or the preprocessing step and the (ii) pattern mining
algorithm outputs.
The problem with the Laplace noise perturbation privacy mecha-
nism is the magnitude of the (global) sensitivity, ∆f . The criterion
for an interesting location point is the number (or count) of stay
points in a specific region. If one was to define ∆f from the whole
spatial domain, ∆f can be a very large number. The paper presents
an example. Suppose John’s house is an interesting location which
is frequently visited by John who stays there. This “global” sensi-
tivity has little relevance to the other interesting locations. The so-
lution the authors propose is to use spatial decomposition to break
the global problem into smaller local problems where smaller local
sensitivity is used in the privacy mechanism. This strategy provides
better localized output accuracy at a fixed differential privacy level.
This decomposition is accomplished with a region quad tree. The
local sensitivity is then computed locally for each region in the quad
tree.
The Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) clustering algorithm is applied to the outputs of the
quad tree. The authors do not go into detail on the DBSCAN as it
is an established technique.

5. HEALTH DATA DIFFERENTIAL PRIVACY

Health Data is another area where there is a push for differential
privacy[Dankar and El Emam 2012]. The authors of the paper out-
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line a number of characteristics that need to be considered in an
practical mechanism used to preserve privacy. While some of their
concerns are technological, and some are more social, these con-
cerns must all be considered before a practical health data differ-
ential privacy system is developed and used to actually protect the
general public’s private data.

5.1 Data types

Health data contains categorial data such as diagnosis codes, pro-
cedure codes, drugs dispensed, laboratory test ordered, and geo-
graphical data about the patient and provider. There is also numeric
data such as age, length of stay in hospital, and time since last visit.
Both types of variables need to be addressed by any practical so-
lution. It has been shown that Laplace noise added to numeric data
can distort the values significantly.

5.2 User Acceptance

While it is not a technical concern, the paper points out some sig-
nificant concerns about user acceptance of new differential privacy
approach. Health data is often disclosed by professionals that have
a set method and established code. Since it will be challenging to
convince users to abandon their established code, at least in the
short term, a non-interactive mechanism would be most suited for
this community.

5.3 A Priori Knowledge

This non-interactive mechanism would only work for releasing
statistics for computations that are known a priori. While this would
work for surveillance and reporting services, there would be utility
for differentially private statistics. Beyond such applications, many
other data uses would require actual data publishing to meet the
needs of the analyst community, according to the authors of this
paper.

5.4 Legal Ramifications

Another important consideration is the law. There are many specific
privacy laws in many jurisdictions. Current health privacy statues
in the US, Canada, and Europe do not specify the acceptable risk
and often use the “reasonableness” standard. In practice, one relies
on precedent to justify the risk thresholds that are used. The current
privacy models have been used for more then two decades. During
that time, acceptable levels of risk have been defined by guidelines,
policies, court cases and regulatory orders. In differential privacy,
important parameters such as ε have no intrinsic meaning, and al-
most no precedent of actual health data releases to justify the choice
of any value.

5.5 Convincing the Public

Since the privacy of health data is a public concern, any new mecha-
nism to protect that data will need to be explained in a manner that
can convince the general public that their privacy is in fact being
protected. In the context of differential privacy, it is quite challeng-
ing to explain to a patient the meaning of ε, and how it is used to
disclose or provide access to their data, for example.

6. NO FREE LUNCH WITH DIFFERENTIAL
PRIVACY

While differential privacy has many great applications, it is not a
silver bullet that solves all problems. The rise of differential pri-

vacy has led to a critical re-examination of it, such as the one by
Kifer and Machanavajjhala.[Kifer and Machanavajjhala 2011] The
authors use a no-free-lunch theorem which defines non-privacy as
a game. The authors argue that it is not possible to provide privacy
and utility without making assumptions about how the data is gen-
erated. They argue that the privacy of an individual is preserved
when it is possible to limit the inference of an attacker about the
participation of the individual in the data generating process.

6.1 Social Networks

One application of differential privacy that they authors of this pa-
per look at is the application to social networks. Preserving privacy
in a social network is a challenge because of the effect that nodes
have on each other. While the differential privacy algorithm gives
us assurances about the effect of the removal of a certain node from
the database, there is the matter of influence over other nodes. For
example, if a tuple contains information about a user Bob, delet-
ing Bob’s tuple would not remove the influence of this tuple on the
data. This influence causes there to be evidence of of Bob’s tuple
even after Bob’s tuple has been removed from the data.

6.2 Tabular Data with Previously Released Statistics

Another specific case sited by the authors of this paper is how to
preserve privacy when answering queries over a table for which
deterministic statistics have already been released. The example
that the paper presents is the U.S. Census Bureau. As one of the
largest consumers of privacy technology, the Census Bureau both
collects and disseminates data about the U.S. population. Many of
the datasets that they release have been perturbed, masked, or oth-
erwise modified to protect the confidentiality of individuals in the
data.
While privacy is generally a driving concern, in some cases, util-
ity is more important then privacy. One example of that is the re-
lease of population counts which are used for allocating seats in
the House of Representatives. Since this is a highly-charged polit-
ical issue, these counts must be as accurate as possible. There are
other queries that may be returned with differential privacy protec-
tions after the initial deterministic statistical release. However, the
fact that an adversary has hard data about that table, can cause the
privacy guarantees to degrade.

7. CONCLUSION

Differential Privacy is a relatively new privacy ensuring mecha-
nism, but as the number and volume of databases with private data
continues to grow, this will continue to be a powerful and important
tool. In this paper we have shown the history of differential privacy
starting with Dalenius’ initial mathematical methodology, through
Dwork’s landmark paper defining differential privacy, and then ex-
amined some applications of differential privacy, as well as looking
at a critical examination of some of its drawbacks.
The conclusion of this author is that differential privacy is an effec-
tive and powerful tool, but like all tools it must be used properly and
one must understand what they are doing in order to fully take ad-
vantage of the privacy guarantees that differential privacy affords.
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