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Abstract

The aim of this thesis is to investigate the idea that thectlive of gaze may be used as a device to detect
a sense-of-presence in Immersive Virtual Environment&}lvi some contexts. This method would
enable the evaluation of presence in IVEs without the usexifiary systems or devices in many cases,
as the necessary elements are already intrinsic to IVEmgst&his method which involves recording
the direction of gaze as a sequence of fixated regions of §pagaze scanpattern’), is evaluated in three
ways:

Firstly, the method is used to probe an open question witménpresence-research field, that of
the existence of minimal cues. This theory proposes thaeétisea cue threshold above which a sense
of presence is attained, and after which further cues do ex¢ssarily increase the sense of presence.
An experiment is performed where visual cues are slowloihiced to eventually form a complete
IVE designed to provoke a stress response. Evidence sipgptre existence of minimal cues and the
potential use of the gaze scanpattern is presented, by shagimultaneous and sudden change in gaze-
scanpattern entropy and a physiological (stress) respodemting presence before the environment is

fully complete.

Secondly, the method is shown to be useful even without ®yaking for estimating the direction
of gaze, using only head-tracking. An evaluation is perfedrof the entropy and the mutual information
between data from eye-tracking and head-tracking, and-traakling alone. From this, along with a
re-analysis of the aforementioned experiment using hesaking data alone, it is concluded that head-

tracking data alone can provide a useful approximationeflinection of gaze.

Thirdly, the method is used to make quantitative compasdmiween IVEs and a real world envi-
ronment, demonstrating that IVE gaze appears similar tovthan viewing the real world when there
are sufficient visual cues. This is an important feature eftiethod as it shows that the gaze scanpattern
is founded on a real-world response, and that it is to someedddiosyncratic with respect to an envi-
ronment. It also demonstrates that improvements in visuality do not always lead to a more realistic

response in terms of gaze behaviour, as predicted by themalcues theory.

This novel technique should prove useful as a tool for IVEspnee-research. At the moment,
there is no known objective presence indicator that can Insistently applied to such a wide range
of environments. The use of gaze scanpatterns would beldsefihe construction of IVEs as they
can be created effectively and objectively. Effectivelgcause a minimal level of visual cues required

to support a specific perception of an IVE may be tested fancesthe efficacy of visual elements in



Abstract 6

promoting presence can be objectively tested, by usingtirethods in some cases, designers of IVEs
will no longer have to rely on subjective assessment alonedar to make decisions as to what attributes
mightinduce a sense of presence. In addition, it should bsible, in some cases, to present the required

cues with less design-effort and computation.
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Chapter 1

Introduction

The termvirtual environmentVE) is generally understood to mean an environment thag¢seidbed in
three dimensions to be presented on a computer display. dregyerhaps most commonly encountered
in computer games, but are also found in research, simalataining and design — particularly archi-
tectural design. Even the most technologically pedestfars are likely to have stumbled across them
in the sensationalist news reports that occasionally s :

When we use the more qualified telmmersive Virtual EnvironmegtVE) in this thesis we refer to
VEs that are displayed using equipment that produces acegic view, allowing the view position and
direction to be changed by moving the head and body in a datasa(as first theorised by Sutherland,
1965.) Today this may be achieved through the use of a sixedsgof-freedom spatial tracker and a
stereoscopic head-mounted display (HMD). When using andivecan attain a sense that one is actually
present within the virtual environment that is displayett] goresence’ has in fact been identified as a
key feature for their general use (Held and Dutlach, 1992¢ven their defining factor in terms of the
human experience (Stelier, 1992). This ‘sense of presamee’ IVE is the ultimate focus of this thesis.

In order that we may operationalise the ‘sense of presencéé purposes of investigation, we de-
fine it as something that occurs when a person responds toaag\¥hough it were a real environment.
This has been called ‘Response-as-if-real’, abbreviatd@RRSlater| 2009). There are of course numer-
ous ways in which such responses can occur and be measuddd,this thesis we shall investigate the
sense of presence strictly under this definition. We shathi®by computing measures from the path
that the direction of gaze follows, and compare this to thaaor expected gaze path in a real envi-
ronment. The path that gaze follows has been referred to aaratpathl(Choi et al., 1995), scanpath
(Noton and Stark, 1971), or scanpattern (Henderson, 203 rdding upon the context. We shall adopt

the termscanpatternthe use of which has been encouraged as it is “theory né(ftahderson, 2003).

1.1 Research Motivation

In order to investigate presence in an IVE we require some afapeasuring it. Many methods for

measuring presence have been developed, and the most wigelhas been the administration of ques-

1“second Life affair leads to real life divorce”, Guardiamline), UK, 13th November 2008.
2*On the trail of Manhunt 2”, “most controversial video ganmehiistory”, BBC News (online), UK, 8th February 2008.
3 “Whitehall defends ‘fantasy world”, BBC News (online), UK 9th March 2009.
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tionnaires. However, in the last few years particulariyeseliability upon questionnaires has been the
subject of criticism. This is in part because they are (ofrseusubjective, that there has been little
standardisation or agreement over the questions usedhargllias been confusion regarding how re-
sponses ought to be analysed (Sldter, 1999,12004; Slatebanrah) 2007; Gardner and Martin, 2007).
Other methods have therefore appeared, particularly mujeetive ones that rely upon the RAIR con-
cept. Unfortunately the vast majority of the objective maas or indicators rely upon methods that are
not easily applied across a wide range of environments.ristamce, stress may be measured using rela-
tively simple physiological recording. These have beenleygal to indicate when a person feels present
in an IVE that would cause a stress-response if the IVE wasdbtual (real) environment. Indeed, this
indicator is one that we ourselves use in this thesis (Erpant |, Chaptell4). However, clearly, not all
IVEs should be or can be designed to induce a stress-respmtias method of presence detection is
limited in its application domain. We describe a number afsobjective presence measures, including
that one, in Sectioh 2.4.4.

Perhaps the ideal way to objectively measure presence ettt somehow look within a person’s
brain to ‘see’ the change take place as they leave realitgatet the virtual world. Certainly the combi-
nation of presence-in-an-1VE and fMRI (functional Maged@esonance Imaging) has been considered
together|(Hoffman et all, 2003). Such research is still sniifancy though, and it currently requires

highly restricted movement, and utilises expensive andatexrequipment.

For the above reasons, it seems that there is scope for ndwodsethat could be applied to a wide
range of contexts, that are objective, that rely upon as &ashrtical devices as possible, and that are

simple to understand and operate.

The majority of IVEs are primarily visually based, and irgetion with the environmentis achieved
via movements of the body that change the displayed viewttieatiser can see (that is, the user moves
their actual head and body to look around the virtual envirent). Since such interactions are grounded
in the visual perception of one’s environment, a personzegacanpattern, which has been shown to
reflect perception in past studies (Busiell, 1935; Yarb@&71! Ellis and Stark, 1978, 1979), would
seem a potential avenue for investigating what an IVE olesgrerceives over a particular period of
time. Although movement of the direction of gaze has beeidenedi(Renaud etlal., 2007) before in a
presence-research context, our approach considers hbojwsan IVE observer views the environment

but ties this tovhatthey look at, andvhat they perceive

In order to develop and test this approach we require a pmotaidrain it upon. One of the greatest
problems in the field of IVEs is that of the efficient productend presentation of environments. This is
due to the complexity of the real-world environments thaytbndeavour to describe and mimic. As an
example, consider the nature of a typical room, which as ooeesicloser to almost any object within
it one finds there is further visual detail. Such depth of dietanormally difficult if not impossible to

reproduce.

Itis therefore fortunate that the brain is easily fooleduntsa way that a person may feel as though

presentin an IVE with far less detail than that which is afali¢ in a real-world environment as explained
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by|Stark|(1995). He states that when using an IVE an illusaméated that the environment is complete,
and this has lead to the idea that there must be a minimal) sdt(ies required to represent each
possible environment (Slater, 2002). It would be of gretriest and practical importance to determine
whensuch necessary minimal cues are present in an IVE. This waaildnly help us develop our basic
understanding of what is really going on when IVEs are vieaed interacted with, but enable us to be
pro-active in the design of virtual environments by ensyimve include the most important aspects of
them for presence. This can then inform future developnigethnologies and design methods, ideally
leading to optimal presence induction.

Therefore, in this work we endeavour to provide evidencérto djaze, perception, and presence
(under the operational definition RAIR). We investigate thesis that the path of one’s gaze may be
used as a perceptual response indicator of RAIR presencelME that the gaze scanpattern actually

relates to behaviour in the real world, and that there is acthestnable minimal visual cues threshold.

1.2 Research Scope

As described above, an IVE is a virtual environment dispdaysing immersi\ﬁtechnologies. In order
to carry out any scientific investigation it is necessaryittaitlthe scope appropriately so as to make
the objectives achievable in a finite length of time. To thid ,&he research described in this thesis is

constrained as follows:

e We shall only consider visual modes of display. In effects thneans that all stimuli will be
presented as images on graphically capable screens. Tdghimved solely with head-mounted
displays (HMDs).

e Throughout this thesis, our operational definition of ‘lipppresent’ in an IVE is that a person
responds as though the IVE were a real place (RAIR, see &dfljio While there are many
potential responses, which range from autonomic reflexhigtdy-cognitive and volitional ones,

we will only concern ourselves with a limited set of measwrks person’s gaze response.

e Concerning the detection of the ‘sense of presence’ in an Wiwill not be considering real-
time instantaneous detection of a person’s state, butrithesense of presence that an IVE has
the potential to induce, which is expressed by observersef@xental subjects) in general over

some period of time.

e With respect to the actual virtual environments that havenhbgsed for experiments, there have
also been inevitable restrictions made on their designirfaance, investigating both indoor and
outdoor scenes in addition to the objectives set would hapareed this thesis’ scope dramat-
ically. In light of this we have limited the research scopelsthat all environments, virtual or
otherwise, are ‘indoors’ (where such a term is meaningéuiyl have been spatially constrained in

their dimensions, being set within a volume of ten metresdub0m?).

4 Immersion is discussed in Sectifil2.3, and for this work veeusing the definition that has been called ‘system immersion
according ta_Slatel (1999).
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1.3 Research Questions

In order to carry out our investigation we set out the follogvresearch questions:

Question 1: Can the gaze scanpattern be used to detect RAVE insers?

From past studies it has been found that the point of gaz@i¥eltepetitive and idiosyncratic paths
over a stimulus (image). (Buswell, 1935; Yarbus, 1967; Natnd Stark, 1971; Choi etlal., 1995).
These gaze paths have not only been demonstrated to beridiatig with respect to the particular

stimulus, but even to the specific percept that they evioKes(&id Stark, 1978, 19/79).

In a separate discussion Gregadry (1977) suggests that wleinyg a stimulus, if the mind does
not obtain a superior hypothesis as to what is perceivedlitnei settle upon any perception
of the stimulus. In this case, the above findings would sugthes the lack of a stable percept
would result in gaze paths that would also be less stablering of them being less repetitive and
idiosyncratic. We therefore conjecture that the path ofsogaze would then have a lower entropy

(all other things being equal.)

We investigate whether these ideas can be leveraged tonlise®veen a person viewing a mean-
ingful IVE and one that is difficult to perceive as meaningfidila scene is not viewed as being a

meaningful environment, then this will not be (as) efficasidor inducing presence.

Because we normally perceive our everyday environmenteig lmeaningful we shall expect
concomitant gaze paths to be repetitive and idiosyncrhtiwi(ig a relatively low gaze entropy).
But we may simulate a non-meaningful scene using randongpalyin three-dimensional space
(which we conjecture will lead to relatively higher gazerepy.) Thus we may be able to use
this simulated scene as a control, enabling us to test whath&/E observer perceives a scene as

meaningful or not. This would constitute another novel tesRAIR presence.

This question is therefore investigated in the first experitnwhich is described in Chapfér 4.

Question 2: Does a visual cues threshold for the inducenfgresence exist in the context of IVES?

In ChaptefR (Sectiod.4) we discuss in-depth the notiomd¥V& user feeling present in a vir-
tual environment. We take the view that the state of beinggmein the virtual environment is
binary, that is, mutually exclusive where an observer pgeesgheir immediate environment to be
either oneor another This question asks whether we can find evidence for this,\ngvdemon-
strating a visual cues threshold above which IVE presenddenlly commences. This threshold
was referred to in the presence research literature asrauguvhen ‘minimal visual cues’ were
provided [(Slaten,_2002). We utilise the gaze scanpattesrwgll as a pre-established presence
measure) in an attempt to show evidence for this. This rebeprestion is also investigated in the

first experiment (Chaptét 4).

Question 3: Could our gaze-scanpattern methodology beaulygg¥en only an approximation of the

line-of-sight?
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In Experiment |, we utilise both eye-tracker and head-teadata. The latter is generally available
when using standard IVE systems. Eye-tracking devicesrawever, notoriously difficult to
use (Schnipke and Tadd, 2000) and not always available. qurstion is therefore very much
a practical as well as theoretic one, as we would like to dbwiae need for eye-tracking. It is
addressed in Chaptér 5.

Question 4: Does the gaze scanpattern in an IVE correlatethdt of the real world, when present?

It may not at first be apparent why we are especially intedaatthe ‘real world’ when our specific
field of interestis the IVE. However, this is where we havgdédy moulded our perceptual abilities,
and indeed, IVEs are designed specifically to reproduceutitam we would sense them in the real
world and as we would interact with them in the real world. Wealefine presence as occurring
when someone responds to an IVE as though it were real. Tathgrithan take it for granted, we
wish to investigate whether there is further evidence theagetually respond to IVE content in the

same way that we do when viewing real-world content. Thistjae is addressed in Chaplér 6.

Question 5: If visual cues are provided over and above thémainvisual cues will they affect the gaze

scanpattern, and if so would this be indicative of a greatepérhaps lesser?) presence response?

Much work is done with the aim of enhancing virtual envirommgeby increasing the detail of
the content. This is largely carried out from two complenaenperspectives, firstly by adding
content through the laborious modelling of objects by ferttefining geometry and textures, and
secondly through the development of more complex commurtatrendering processes that result
in increased true-to-life realism (such as pre-computiatisshadows or caustics.) This question
pertains to the latter issue which sometimes appears to her&aut to enhancing a virtual en-
vironment. This is because improving rendering enhanddabealcontent displayed, but editing

objects is laborious, needing work to be done on an objeatdjgct basis.

Previous studies have investigated the effects of visuallityjuon the sense of presence;
Zimmons and Panier (2003) and Mania and Robinson (2004)tbstid for differences between
flat-shaded and radiosity-computed IVEs. Zimmons and R48f03) also tested a wireframe
IVE and used two texture resolutions. In both papers, nafssgnt difference between conditions
was found! Mania and Robinson used a presence questionoaetect differences in responses
to their experimental conditions._Zimmons and Panter ukegkttypes of response measures (a
presence questionnaire, skin conductance and heartaategmployed a ‘pit room’ that included

a sheer drop designed to elicit a stress-response.

According to the findings of Zimmons and Pahter (2003) and i&land Robinsanl (2004) we

might predict little difference between our conditions. virdwer, ‘pit room’ scenarios as used
bylzimmons and Panier lead subjects to focus upon a specéfiacteristic of the IVE, the stress-
inducing depth cues, and this could distract them and pt@thar responses that might normally
be detectable. In this sense, the resulls of Mania and Robi®004) allow us to generalise bet-

ter to other IVEs, including ones that are not stress-inaycilhe study of Mania and Robinson
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(2004) relied upon a presence questionnaire alone thoulichvis particularly subjective and
administered post-hoc. We shall therefore look at thisessuce more, using a stress-neutral en-
vironment and using the path of the direction of gaze to pcedan in-situ, objective response

measure.

In a more recent study concerning visual rendering quadityo( using the ‘pit room’ scenario)
Slater et al.|(2009a) did find significant differences usingspnce questionnaires, skin conduc-
tance and heart rate. But their conditions were differenthimt they were comparing IVEs
with and withoutdynamic visual effects dynamic shadows and reflections. Shadows at least,
are known visual depth cues indicating the relationshipvbenh objects.(Hu et al., 2002; Ware,
2008), and they have also been found to increase the senseseige seemingly independently
of this (Slater et all, 1995). It is therefore not so surpgghat the stress-responses measured were
greater when dynamic shadows were shown in a ‘pit room’, iy decause a dynamic and inter-
active aspect is introduced, fundamentally changing tipeggnce rather than the quality of the
rendered environment only. We will be comparing environtaémat do not include such dynamic

visual effects.

This question is addressed in Chafifler 6.

1.4 Research Contributions

The research presented in this thesis makes several agidrib to the field of Immersive Virtual Envi-

ronments, which we list under the headings: Methods and Hetdye.
e Methods

() A method using the gaze scanpattern that can provide dinator of whether a minimal
cues threshold has been exceeded in an IVE, by detectinggeliarthe perception of a

presentation.

(ii) A method for comparing whether an IVE appears to adegjyahatch some reference envi-

ronment by comparing gaze scanpattern responses.

Together these methods provide the essential abilitigerémence gaze-scanpattern-response test-
ing, which may be used to test the potential of specific IVEmtiuce presence. We expect this
will be useful to carry out future investigations into théat@nships between visual cues in a vir-
tual environment and their impact in the production of preseinvoking IVEs. This could lead

us further toward a more fundamental understanding of #ysdsue in IVEs.
e Knowledge

(i) Thatthe analysis of the gaze scanpattern can proviadermdtion regarding the potential of
an IVE to induce a sense of presence, under our operatiofiaitia of presence (Section

L3).
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(i) Evidence that the gaze scanpattern behawdithin IVEsis not isolated within that context,
but that it also correlates with gaze over real-world coptinplying that gaze is indeed a

valid tool for studying presence under our operational defim

(iii) Scientific evidence for the existence of IVE minimabkuial cues, which have been referred
to in research literature but have not until now been dematest (Slatél, 2002; 1Jsselsteijn,
2002; Mania et &ll, 2005).

(iv) Confirmatory evidence that arbitrary visual enhanceta# IVEs do not necessarily impact
our visual perception of the environments in terms of gaasmpatterns. This encourages
further thought and investigation for the benefit of develgpmodels of the relationships
between visual enhancements and their perceptual eff@dts would aid our ability to
know which enhancements will be effectual when the objecisvto produce a presence

invoking IVE.

(v) Evidence that non-meaningful IVEs (such as those weterea Experiment |) can consis-
tently result in greater gaze scanpattern entropy than whesving meaningful IVEs. The
generalisation of this finding could suggest numerous azefior future research where a

statistical evaluation of gaze over an image, scene or@mvient is used.

1.5 Thesis Structure

This thesis is organised to provide a continual narrativeddollowed, although it is broken up into
digestible and focused chunks. There[dre 7 chapters thaeaoait as follows.

After this initial introduction, Chaptdil2 provides the Bssary background to understand where
in the scientific fields this research is seated and releveimse fields include Virtual Environments,
Presence, and Visual Perception.

ChapteiB is used to develop the approach that is used to protresearch questions, also cover-
ing various methods that are either used to carry out tharels®r that are contextually relevant to the
methods used. The methods include physiological meagyaes,scanpattern analysis, and mathemati-
cal methods.

ChapteH details the first experiment, which is termed ‘Eixpent I’ through the remainder of this
document. Chapt€t 5 contains the analysis and evaluatigazef based on eye and head-tracking, versus
head-tracking alone. The results in this chapter have hgan the way that the following experiment
(found in the following chapter) is carried out. Chajifer @tzins Experiment 1.

The final Chaptelll7 contains discussion of the research workextualising it within the domain
of this work and within the areas of study that are descriheghiaptefP. It is here that we draw the final
conclusions from the previous chapters, and provide a sugnafidthe work and an assessment of it as a

whole. We also comment on potential future work leading ftbia thesis.
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Chapter 2

Background

2.1 Virtual Environments

In the field of computer science a Virtual Environment (VEpis artificial, computer generated rep-
resentation of an environment. The heart of a VE consisté@fdata describing it and a method of
interpreting that data (the latter being made up of compaétware and hardware.) Of course, what
makes a VE an environment though is the experience of it. daterthis experience a system is required
to interpret and present the data, and will accept inputésih fa person in order for them to explore the
environment. Often, these basic requirements are excdedaavide additional application specific
functions that might be necessary.

Virtual environments come in many forms. Some researclegerd VEs from a particular perspec-
tive, but the term ‘virtual environment’ is also often usedai general sense. If we take a broad view
of the term, then VEs range from those that are textuallydasg. MUD (Multi-User Dungeon), and
MOO (Multi-user Object Oriented) environments (Hand, 1:98dhneider and Godard, 1996) to more
graphical ones such as Club Caribe (Morningstar and Fa/fér,), ActiveWorIdQ, or Second Lifg.
Each of these allows a number of users to interact with thealivvorld (and each other) using typed
text, the graphical ones rendering representations of $kesy(avatars) and spatial renderings of their
environment. The environments are often segregated intousareas, typically thought of as places
(e.g. chat rooms), and hence the inclusion of tredhrunder the umbrella term virtual environments.
Finally there are those VEs that are presented via an egokcéiree-dimensional projection system,
that are commonly thought of as being Virtual Reality (VR3teyns. These are rendered using graphical
hardware that projects from the three-dimensionally desdrenvironment into two image streams that

constitute a stereoscopic view.

2.2 Virtual Reality

Jaron Lanier popularised the term ‘virtual reality’ to usehe business that he co-founded in 1984 (VPL

ResearclH. The term has since had numerous interpretations, and @simghas been investigated by

Lhttp://www.activeworlds.com , 2010
2http://www.secondlife.com , 2010
Shttp://www.jaronlanier.com/general.html , 2010
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Steuer [(1992). The term ‘Virtual Reality’ has been used ireey\general sense (e.¢._Hand, 1994)
to describe almost any virtual environment. In this docunikaough, we shall with few exceptions
constrain our considerations to the types that are spatiatee-dimensional and egocentric, that are
presented with software and hardware systems that attenmpintic physical reality. In this definition
we also include systems that utilise desktop hardware septéwo-dimensional and three-dimensional
renderings (known as%ED and stereoscopic respectively) of three-dimensionatenments. These are
considered as being particularly limitéd

The systems used to present and interact with a virtual @myient can vary widely. The system
hardware often consists of a number of input devices and on@ee displays, along with the central
processing unit(s). Next, we will briefly consider some & dtommon elements of a typical VR system.
These are of course vital, however the main concern of thik wegards the virtual environment’s

content and form.

2.2.1 Displays

Perhaps it is for both fiscal and technological reasons tkptays tend to be provided for just one of the
human senses rather than multiple senses. There is undbudigrecedence by which the frequency of
each type of display (with respect to the sense it addrei&sashbe found. It is probably not surprising

that the two most commonly found types of displays are gi@tand audio. In fact, devices that
address other senses are few and far between, though coraltyexeailable tactile and haptic systems

are widely available, although limited in scope.

Graphical Displays

Graphical displays come in numerous forms. Although headted displays (HMDs) (Sutherland,
1965) are the most often thought of devices in VR, there drerst The HMD normally consists of two
miniature screens mounted within a helmet, so that the weages are presented with a (potentially)
stereoscopic image, as generated by computer graphic heed@ther graphical display systems include
the recursively named CAVE (CAVE Automatic Virtual Envinoent) (Cruz-Neira et al., 1993) systems
that consist of several projection screens arranged in a shbpe, allowing a user to stawithin the
display. Apart from the more esoteric graphical displaytesys such as the BOO®(Binocular Omni
Orientation Monitor — Fakespace Inc.), there is the lowlgldep — which continues to play a part in
research, sometimes being used to act as a less immersitepoéference.

Many of these displays are capable of presenting apparefa8Dpposed to true volumetric 3D)
images, by displaying two different images, one to each &gehnically there are various methods of
achieving this, for example by displaying the two imagesgdine-sequential, frame sequential, field
sequential (interleaved), side-by-side, top-and-bottanad through the use of polarized filters, though
the hardware is likely to determine which techniques areallst used.

If the image is to be updated, being slaved to head movemsmts @s with the HMD or CAVE,
also see Sectidn Z.2.2 regarding tracking) then for copertpective a 6 degree of freedom (6DOF)

tracker is required, which will measure both direction amsifion of the head. A three degrees of

“Volumetric systems are not discussed within this thesis.
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freedom (3DOF) tracker could also be used providing a lemstie experience particularly due to the
lack of motion parallax.

Given a particular type of display, then perhaps the threstrimportant characteristics are its
colour gamut, resolution, field of view, and refresh rateagbiical hardware providing 24-bit colour is
now common, and although the display devices themselvesnwiagiways have the ability to display
every hue and level of luminosity, most displays providdisigint colour resolution for general purpose
use (May and Badcock, 2002).

In terms of resolution, virtual reality hardware pushes ltlhendaries of current technology. In
a CAVE system, multiple high resolution displays are iddgabr HMDs the issue is not so much the
number of displays multiplied by the number of pixels avalig but the number of pixels that may be
squeezed in to their miniature screens, and the optics sage® display them correctly. One might
say that with a CAVE one is concerned with (logistics and)mityg and with a HMD, (high-technology
and) quality. As regards the number of pixels, CAVEs thuswar the leading edge of what a desktop
display and projector can provide multiplied by the numbesoneens used, and HMDs have a resolution
that is similar to a typical desktop monﬁ)r

The ‘field of view’ is a term used to describe the angle subtetay the screen, with respect to the
viewer. For a CAVE type system, the environment can be fullyaunding l(Cruz-Neira et al., 1993),
limited only by polarised or shutterglasses that are sanestiused to view stereoscopic scenes. Head-
mounted displays however, are mostly limited in this reggaoviding a field-of-view from as little as
20 degrees, to around 180 degrees with more expensive hardWze field-of-view plays an important
role in determining how immersive a virtual environment hiige (see Sectidn 2.3.3.)

Finally, the refresh rate of a display may become an issuenwdigplaying stereoscopic images.
This can occur when a method such as ‘frame sequential’asteopy is used, so that alternate display
frames are sent to alternate eyes, creating a sense of depthimage. In using this method the refresh
rate is thus halved, and this can produce a flickery imageeifotrerall refresh rate is not fast enough.
Ideally then, distinct channels rather than a temporalljtiplexed channel should provide the separate

images required for a stereoscopic display.

Auditory Displays

Auditory displays are probably the second most commonlyl uksplay. They are usually both direc-
tional and spatial, and are implemented with either steresuaround-sound systems. While CAVE
systems will tend to have a number of speakers, a HMD may libwise headphones, making the latter
a relatively compact system. Of course, one is not resttitautilise headphones or speakers in either
case. Although it may be thought that the high-technology ofulti-channel, surround sound, speaker
system would provide the most immersive experiehce, 8hitind Shinn-Cunningharn (2002) suggest
that the use of headphones is ideal because it “reprodutesthz elevation, and distance...and offers...
the greatest amount of control”._Shilling and Shinn-Cughian (2002) make an excellent argument for

the importance of audio in virtual environments, noting thay are useful in creating an ambiance, or

5As of July 2010, although both technologies are currentlkingarapid advances.
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providing audio cues to indicate the occurrence of eventsardicularly insightful point that they make,

is that audio cues can act as a substitute for the tactilesghnsn collisions occur.

Haptic and Tactile Feedback Devices
Haptic and tactile feedback devices provide a user with aeseftouch within a VE. The word haptic
comes from the Greek ‘haptesthai’, which meémgrasp the familiar word ‘tactile’ is from the Latin
‘tactilis’, meaningto touch Such devices often provide a complementary combinationmft device
and output display, detecting the position of and forcemftbe body (typically the fingers or hand)
and producing reactive forces, as the body comes into ‘ctintéth objects in the virtual environment.
The number of degrees of freedom used is variable acrossetg\and is not necessarily asymmetric
with respect to the input and output. Thus, a force could begeed with 3 degrees of freedom (yaw,
pitch, magnitude of force) while sensing the position of gwént-of-contact, as manipulated by the
user, with 6 degrees of freedom using the three-dimenspwsidion and the direction (yaw, pitch, roll).
Their main characteristics are therefore degrees of freddoinput and output respectively; the range,
resolution and accuracy of the input and outputs; upda¢s (@ g. rate of tracking the point-of-contact)
and latencies; and the physical extents within which théogevan operate (i.e. the device’s reach). A
rather technical description of how haptic effects may beegated by virtual environment software is to
be found ir_Basdogan and Srinivasan (2002).

Although not commonly found, these devices are appearing finequently in research laborato-
ries. The SensAble PHANToM Desktop is one such haptic deflittp://www.sensable.com , 2009),

whereas the Cyberglove is a tactile device Cyberglove

2.2.2 Input devices

There are many input devices that may be used with VR, soniadibeen specifically designed for this
purpose such as the Cyberglove mentioned above. Simpler coonmonly found devices are baseless
trackballs, joysticks, and even one-handed keyboardsasitie ‘Twiddlerld.

Devices that are held in three-dimensional space will diiespatially tracked with either a 3 or 6
degrees-of-freedom tracking device, (see below). Trackepport effects such as having a representa-
tion of the user’s hand and/or arm displayed in the virtuslemment. This can have a significantimpact
on the user’s experience within the immersive virtual emwinents|(Slater and Usdh, 1998b, 1994), as
we shall explain (Sectidn 2.3.2).

Spatial Trackers
Trackers, commonly attached to the head and hand, are usadkdhe user’s body and/or input devices.
Having 3 degrees of freedom (or 3DOF in shorthand) affordstipm in three-dimensional space, or
direction (yaw, pitch, roll.) 6DOF however is the ideal, afling both position and direction of the
tracked object.

It is usual for the head to be tracked to ensure that correetigered images are produced for a

user (e.g. on a HMD). These data are also useful in providiaddcation/direction of the user for other

Bhttp://www.cyberglovesystems.com , 2009
"Unfortunately the Twiddler may no longer be available. SeadyKey Corp, http://www.handykey.com , 2009.
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purposes, such as for interaction (e.g. producing apptgpembient sounds when entering different
spaces) or for behavioural analysis.

The hand is often tracked to place some type of cursor devitterwthe environment, but also
to allow the display of the user’s ‘virtual' hand and arm, id the sense of feeling present within the
environment by reinforcing proprioceptive senses (sedGHE.3.2.)

When the head or limbs are tracked, other physical locatiwag be roughly estimated from them
such as the position of the torso. Alternatively, more car@ystems are available that track many
points simultaneously (Frey etl&l., 1996). Although somdiomocapture systems utilise bodily-worn
markers to identify the position of the human limbs, theeer@w systems that aim to achieve tracking
of the human body without the aid of markers (Fua ¢t al., 2002)

The impact of tracking body movements has been investigat&later and Usoh (1993b, 1994);
Slater et al.[(1998), and has been shown to be of great impartia using immersive virtual environ-
ments in reinforcing the effect of being present in the tworld.

Apart from the number of degrees of freedom measured, thex (ttain) characteristics of spatial
trackers are their update rate (how often they produce alsjngtency, physical extents of the volume

of space that may be tracked, resolution of the measurepasitheir accuracy.

2.3 Immersion

2.3.1 The Meaning of Immersion

A commonly used term in the field of virtual environments isriersion. Immersion may be thought of
as the extent to which a person is enveloped by the VE. Thigdslg generic definition, and there are
differing views of what immersion is more specifically. As wieall be using the term throughout this
thesis, we shall consider its more specific definition withia field of virtual environment research.

In their paper,|(Slater and Wilbur, 1997) relate immersioedally to the enabling technology. For
them, a more immersive system is one in which the technoloayighes a more compelling environment:

“Immersion is a description of a technology, and describe&ktent to which the computer displays
are capable of delivering an inclusive, extensive, surding and vivid illusion of reality to the senses
of a human participant!” Slater and Wilbur (1997)

For instance, by noticeably improving on the resolution dfsplay, the level of immersion would
be said to have increased, or a system that does not providefieedback would not be as immersive
as the same system with a force-feedback capability. Téobies meant to provide for such illusions
of (virtual) reality naturally have differing levels of cability, for instance the extent of fidelity, and
these differences should be quantifiable. This objectiea\of immersion is of value by virtue of its
applicability.

Smith et al.[(1998) consider several examples of immersive@ments from which we may draw
conclusions: physical reality, virtual reality, and dreaga From these, they propose that a person’s
senses should be the basis for the definition of immersiothdin description suppression occurs when

stimuli from the physical environment are blocked out, sashwhen a dark environment is used to
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emphasise the contents of a display screen. Suppressiardeginable (conflicting) stimuli therefore
can be used to facilitate the perception of one particutgirenment model over another. They describe
the information derived from the senses as then being filtaecording to expectancy and internal
models to provide the most parsimonious interpretatiohefstimuli. In this way their approach defines
immersion as the extent to which senses are catered forh@ni tsomewhat similar to the argument
of ISlater and Wilbuir although they consider immersion frév dpposite side of the technology-sense

boundary.

More recently, these two separate views have been unifiedegie in_Slater et al. (2009b) where
Slater et al. extends Slater’s earlier definition to accéumrthe capability of an IVE user to meaningfully
interact with the IVE technology. The user’s perception afisplay, which by its very nature is an
interpretation, and the display’s gamut are noted as beipgifectly connected. Thus a display may be
able to provide different images which are neverthelesisiimgjuishable to the user. Additionally, an
external observer cannot infer what a user’s perceptiomages are by extrapolating from the technical
data concerning what is actually shown on a display. Thieeahse the brain’s interpretation of stimuli

is idiosyncratic and learned through experience rather theough extrapolation alone.

Thus the level of immersion provided by a system is deterthinethe following “constraints”: the
ability of the technology, the ability of the senses, andpption — which is made through interpretation
(selZEM.) In practice, Slater (2D09) explains that insiparmay be considered as the extent that a
specific technology can support sensorimotor continger{&8€). As an example of an SC, we can think
of the movement of the head in space, which should updateispéagled images on a HMD. The SCs

that are supported by some particular IVE system, he ealld sensorimotor actions

Using this further articulated definition, Slater has alevaloped the concept of immersive equiva-
lence classes, as defined by the relation ‘A can simulate & the set of IVE systems. This uses the idea
that some IVEs could (or can) be used to simulate the use dfiant/E system whilst they are used, as
was in fact done in an earlier paper (Slater ¢l al., 1994)s @hvelopment enables the construction of a

taxonomy for IVE systems, by which objective comparisonstoa made.
In an alternative view to the above, Witmer & Singer definethiension as:

“a psychological state characterized by perceiving ofeaselbe enveloped by, included in,
and interacting with an environment that provides a comtirsustream of stimuli and experiences”.
(Witmer and Singét, 1998)

This passage offers an entirely different perspectiveabse immersion is now framed as a psy-
chological state. Immersion here is thus subjective andaidne measured directly. As we shall see, a
concept termed presence is largely concerned with the haxyagrience of virtual reality systems and
thus here the two concepts are confounded (presence isdétiater, in Sectidn2.4). Unfortunately,
it seems unclear what benefit there is in using this definittban the term presence also describes the
human experience. This is particularly true as by emplotfregprevious definitions of immersion we
can at least distinguish between the experience itself lamdeichnology used to provide it, as well as

use Slater’s taxonomy.
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Table 2.1: Adapted from “Technological Variables Influencirelepresence” Stewier (1992)
Immersive Virtual Environment

Vividness Interactivity

Breadth‘ Depth Speed‘ Range‘ Mapping

Slater and Witmer and Singer therefore offer different pectives on the term immersion, using
it to describe aspects of an IVE system and experience teanar mutually exclusive. Part of this
conflict is due to differences in terminoldgly For the sake of clarity, within this thesis we shall use
Slater and Wilbuir'si(1997) definition of immersion, whichfisther developed and better delineated.
Having made this decision, we shall separately considesubgctive experience that is mentioned in
the above quote of Witmer and Singer, which must be definedhaabured; as such we describe the

phenomenon termed presence in Sediigh 2.4.

2.3.2 Immersive Virtual Environments

Virtual Environments are presented in many forms, largelyahdent upon the underlying hardware that
is used. Perhaps the most classic example is the HMD (se®®BcZ.1), which is often coupled with
a tracked glove used for interaction with the VE. This typd athers that project content according
to the location of the observer (such as the CAVE) are oftestrileed as providing Immersive Virtual
Environments (IVEs) due to the high levels of immersion ¢hggstems support.

Perhaps it is because we humans can absorb such a vast arhinfotmation using our eyes,
and because such a large volume of our brain is devoted talyisacessing, that IVE systems tend
to emphasise the visual mode. However, the intention of ¥ie ik to engage the user with the vir-
tual environment by supporting natural movement as inpttiéosystem, and responding by providing

concomitant feedback to the senses. Slater and Usoh s&ite th

“The degree of immersion is increased by adding additioaatl consistent modalities,
greater degree of body tracking, richer body represemtstidecreased lag between body

movements and resulting changes in sensory data, and s8latet and Usoh (1994)

Ideally then, IVE systems ought to be able to sense all mowésr(er attempts to move) made in
the physical world, and display upon as many of the user'seseas possible. Therefore a system is said
to have a certain ‘breadth’ relating to the modalities thaaters for, and the term ‘depth’ concerns the
fidelity provided by each mode of display (Steuer, 1992). €fhgr) Steuer (1992) places breadth and
depth under the term ‘vividness'. In addition to vividnels,defines ‘interactivity’, which comprises
‘speed’, ‘range’ and ‘mapping (see Tabl€l2.1). The speedsyktem relates to its response time, with
faster response times bringing it close to real-time. Tingezof the system relates to the potential for
interacting with the environment, that is, the extent tochhthis is supported. Mapping is concerned

with how the “human [user] actions are connected to actiattsinva mediated [virtual] environment.”

8To help clarify, Slatér (1999) put forward the qualified tersystem immersion and immersive response
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When experiencing an IVE, a person’s senses and thus paategstems are presented with infor-
mation from a local artificial source (i.e. one or more conapst) The intention is that their perception
is at least in part fooled into believing that the person is fhysically elsewhere, and (2), that there
is no mediating device between them and the virtual enviemmThe latter is described as the illu-
sion of non-mediatior_(Lombard and Dittan, 1997), and isamgnt in the sense that the user should
not be reminded that they are within an artificial environtént rather only attend the ‘virtual’ cues
suggested by the IVE. If successful, we obtain what has ber@med “the (suspension of dis-)belief”
(Slater and Usotl,_1993a). This can perhaps be explainechaslidgregard of the knowledge that the
apparent environment does not honestly depict the immeegiaysical environment. This then is the

immersive virtual environment (IVE.)

2.4 Presence

Having defined immersion as tle@mabling technologgf an IVE experience, which may be specified in
an objective manner, we must also consider the subjectperance of the participant. This experience
has been termed presence and is identified as the key corfceptual reality’ (Steuer,|1992); with
immersion being a necessary but not sufficient conditionufipsert it {Slater, 2002). Along with IVEs,

it was teleoperation (perhaps more so) that suggested theriamce of presence as a topic for study
(Sheridan|_1992), which have many of the same presenceatbgstics as immersive virtual environ-
ments [(Ellis) 1996). Teleoperation concerns the operaifaemote devices (such as sub-sea robots),
and introduced the concept of telepresence, that is, tteedbat one is present at some remote site by
artificially reproducing human-sensory stimuli origimafifrom the remote environmeint (Minsky, 1980).

The importance of presence lies in its potential to enhanaeyntechnological innovations in-
cluding: teleoperation, conferencing and communicatlearning and training, therapy, simulation,
entertainment, design, and exploration (Lombard and Bitt®@97). Therefore, in the remainder of this
chapter we shall consider the utility of presence, the &fftdtat it leads to, some presence theory, and
subsequently, presence determinants and measures.

From the earliest papers regarding presence, its definsé@med to elude researchers and ever
since it seems that each field defines presence relative tovitsneeds. Indeed, Lombard and Ditton
(1997) identified six types of presence, each of which mayléesified as either physical or social, as
pointed out by IJsselsteijn etigl. (2001). The field of imnversirtual environments is not an exception,
and the concept might well be qualified as spatial presendbelnext section we consider various ways

of understanding and defining presence.

2.4.1 More than one type of Presence

At first one might think that the nature of presence is a siraffigir, you either feel as though you are
standing in a room looking at a computer display, or you feeif gou are in the virtual environment
presented by an IVE system. Indeed one common term usedetotogbresence is the sense of ‘being
there’ (Heeter, 1992; Stelier, 1992). It is often used aseh&ione phrase to introduce the fundamental

concept of presence or simply used as shorthand, but belanid appears to be of little use. Defining
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presence is certainly more complex than invoking this témb.ombard and Dittan (1997), a total of six
conceptualisations of presence (gleaned from their ownodimers’ experiences) are provided, each of

which is briefly described below:

Presence as realisniThis is presence determined by apparent realism of sonmty,atistract, or other-

wise (e.g. of objects, events, and people.)

Presence as transportationThis is sub-typed as “you are there”, “it is here”, or “we avgdther”: The

first of these “you are there” describes the sense that yoel lbeen transported to some place.
The second “itis here” describes the presence of objecthittve been brought to you.

The final type, “we are together” relates to a sense of presiena shared space, typically found

in conferencing systems.

Presence as immersionThis is presence as determined by the extent that one hasahearld ‘shut
out’. Itis described in general terms that include both #ehhological and psychological defini-
tions of immersion as described previously (N.B. This catgliwith the definition of immersion

as set out for the purposes of this thesis in Se¢fidn 2.3.)
Presence as social richnes$his focuses upon presence as effected by interpersonahaaination.
Presence as social actor within a mediuntHere, one feels present with some actor within a medium.

Presence as medium as a social actorhis type of presence is experienced when a user attribotes s

cial meaning to a medium itself.

Within this thesis we shall be concerned with how an isolatdividual experiences an immersive
virtual environment as a ‘physical’ place. Perhaps theedbslefinition of these six would be that of
‘Presence as transportation: you are there'. Thatis, assg®ones senses to determine their immediate
environment they ‘read’ the artificial stimuli from the IVEstem, and appear to be somewhere other
than in their physical location, and they therefore feebpre there. Additionally, this normally occurs
even though many of their senses may indicate otherwise.\ildhhave identified the most apt definition
of presence from this list (for our purposes) illustratest there are aspects of presence that our outside
the scope of our interest. Other types of presence are jusipastant and useful, and there is of course
overlap between types of presence in any VE system.

The idea that ‘'you are there’ in fact confuses two aspectsasfgnce, ‘there’ as a space, and ‘there’
as a place. A space is something that can be probed by our+serises. Loomis (1992) describes the
perception of space as distal attribution, being able tses#mat which is beyond the extents of our body.
Ellis (1996) uses a similar notion on which to base his disitusof presence, by abstracting from the
‘classically defined virtual image of geometric optics’ (tee his terms):

“... a viewer interprets patterned sensory impressionsfioasent objects in an environment other
than that from which the impressions physically origiriate.

Slater and Usoh (1994) touch on both these ideas at once \megrdescribe an immersive VE

as providing: a representation of the immediate surrouhdsparticipant, consisting of their (virtual)
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body and an environment as displayed from the unique paséial orientation defined by the par-
ticipant's viewpoint. This description notably includesigual body [Slater and Usbh, 1994), and by
extension, the notion of proprioception. The inclusion ofidual body representative of the partici-
pant in an IVE has been given great importance, accordingetteRorecht and Schubert (2002) as it
determines the ‘meshings’ between the participant’s ddtady and the VEL Slater and Usoh (1994)
explain that the inclusion of a virtual body is an attemptaduce the contradiction between sensory
data and proprioception. (Proprioception consists ofalignegarding the disposition and dynamic be-
haviour of the human body received by the brain.) In prowgdime virtual body, proprioception then
refers to the virtual rather than real body. The effect ohddaihis is such that 4 out of 24 of the par-
ticipants of Slater's experiment began to move their refaldem in sympathy with the virtual body’s
movements (only the real-right-arm was tracked in spaceottrol the virtual-right-arm, whilst the
virtual-left-arm simply mirrored the virtual-right-arin.The ability of the human mind to adapt to a
virtual body was also noted by Slater (2009), where he relate the ‘rubber hand illusion’ as demon-
strated by _Tsakiris and Haggard (2005), and further, to ‘telmmdy displacement” demonstrated by
Ehrssonl(2007]); Petkova and Ehrsson (2008). In studiesasitiese either a limb, or the entire body
of a person is apparently relocated. The person, to somatextelieves that a rubber hand is in fact
their own or that their body is elsewhere or is replaced byttargerson’s. For instance, in one experi-
ment [Petkova and Ehrsson, 2008) a knife is (safely) heldthveexperimenter’'s arm and this arouses a
significantly greater response in the subject than wherhitig over their own (actual) arm. Summaris-
ing from the findings of such research, Slater goes on to #taté'VR can transform not just sense of
place, but ... your own body”. Due to the evident importanicine virtual body, Slater asserts that this
matching of the real and virtual should mean that, for instaneally walking should control walking in
an IVE (Slater and Wilbut, 1997). On the other heind, PetkawbEhrssan (2008) does comment on the
surprising malleability and adaptability of the propriptige system, and no doubt this would result in

some level of tolerance that will be a small relief to IVE dggirs.

Not only is a virtual body expected to match the movementsusiear's real body, but there are other
spatial constraints expected.lIn Slater and Usoh’s (1988ag¢riment participants were said to have ex-
pected realistic constraints such as ‘shattering of objgeipped’ and ‘not walking through walls’. This
is reiterated and expanded upon in Slater’s later papete(SR0D0D), under the term ‘plausibility’. The
link between the virtual environment and the real spacelsitherefore maintain a ‘lawful relationship’
between efference and afference so that the observer magl tiedrelationship between It (Loornis,
1992). LSheridan (1992) suggests that distortions in therexit and efferent loop when using an im-
mersive virtual environment should be tested for theiraffaipon “presence, training efficiency, and
performance”. Sheridan also states that “strict geomisiimorphism” may not always be the ideal case
for modelling IVEs (actually, Sheridan considers bothuaftenvironments and teleoperation systems),
due to hardware limitations or constraints of the human badthys is a particularly interesting point as
Ellis (1996) later points out scenarios in which performaiscimproved by distorting or transforming

the behaviour of a perceived environment to facilitate hoiniméeraction (seE2.4.1). At the extreme,
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Schubert et all (1999) comment that ‘conflicting stimulinfrthe real world’ must be avoided to ensure
presence, and similarly, Held and Durlath (1992) that dev/ghould not generate artificial stimuli that
bring attention to their existence.

As the human has multiple spatial senses it is unsurprisiaggresence is thought to be better
supported when more human senses are catered for by an iivengystem|(Held and Durlach, 1992;
Slater et all, 1994; Steuer, 1992; Ellis, 1996; 1Jsseistdinl., 2000)._Hecht et al. (2006) found that VE
response times were shorter (better) as more sense meslalitre supported and argued that this may
relate to the sense of presence that their subjects expedgsee Sectioi 2.3.1). They also suggest
that the support of one modality may be able to compensate ek of support under another as does
Zeltzer (199P), and Ellid (1956).

Not only might one expect that different persons may havedsidor particular senses (for example,
if one has impaired hearing then a phonic bias may be veryoolsyj but_Slater et all (1994) while
considering Neuro-Linguistic-Programming (NLP) sugdkat presence may be experienced differently
in different modalities.

When we experience a space, we also attribute to it a sensaceflurner and Turrer (2006) sug-
gest that, given an IVE, a sense of place is the conjunctiespate and meaning (this definition of place
is attributed ta_Harrison and Dourish, 1!B.G,Slater and Wilburl(1997) mention that immersion takes
place at different levels of cognition, so that we have aoioic responses that relate to, for instance,
proprioception and sensorimotor-contingencies, and we hiégher-cognitive responses that relate to
more considered behaviour. These seem to fit with the sépauaftspace and place concepts, the for-
mer relating to low-level cognition and senses and therlatteibuting higher-level cognitive meaning
to that which is experienced. The sense-of-place and s#hrsgace together seem to first have been
identified byl Slater and Usoh (1993a) as a key indicator ofguee after an experimental participant
noted that their IVE experience felt more like “somewherasited, rather than something | saw (as
in a film)”. Subsequently the statement “The computer gardrevorld seems to me to be more like
(1) something that | saw.... (7) somewhere that | visited$ wecluded in the Slater-Usoh-Steed (SUS)
questionnaire (Slater etlal., 1994). From a subjectivesmess-questionnaire perspective this question
is undoubtedly one of the most insightful posed to date, bezaavigational spatial maps are stored
differently to images in the brain, firing specific place sétl the hippocampus_(O’Keefe and Nadel,
1978).That the experience is likely to involve the prodorctof a spatial map, that this appears to be
reportable by the participant and that Slater realised thigvidence for the potential use of spatial
memory and even neuroscience to aid presence research.

Another reason that presence is difficult to define is becdtige a psychological state
(Witmer and Singeér,_1998). Not only does this mean that ituigjective and thus difficult to mea-
sure, but_Slater and Wilbut (1997) note that immersion muesup at different levels of the sense,
perception, cognition continuum, as there are numeroygsiiNe components involved in its develop-

ment. Some of these components are autonomic, such as acctatiom, and others more volitional

9Heeter [(2003) relates presence to an experience as welllase p
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such as attention. The imaginary worlds constructed whading books have been said to invoke
presence of a sort (‘imaginary presence’), as has watcHing (Herrera et all, 2006). But although this
type of presence may be regarded as being outside the scbﬂés@ presence as a psychological state
has been described as the ‘suspension of disbelief’ (Sattt)soh, 1993a; Hand, 1994). Although it
has not been made clear whether this is simply an illusta@scription or instead intended as the basis
for an operational description of presence, the idea has beticised byl Waterworth and Waterwarth
(2001) and Lee (2004) who respectively opine and argue tieaepce is possible without the suspension
of disbelief. Waterworth & Waterworth state that it is unessary if the presentation is “immediately
perceptually engaging”, and that the suspension of disbislrequired when the VE presented is ‘unre-
alistic’. Lee on the other hand purports that it is more redtand even an ‘easier operation’ to accept VE
stimulus than to defy it. There has also been evidence agamssuspension of disbelief’ description
in the form of work carried out by Herrera ef al. (2D06). Thisrlwinvestigates the interaction of partic-
ipants having autism within a ‘Virtual Realityl. Herreraad: remarks that whilst persons with autism
generally obtain low scores when asked to act in pretencepps tested positive for autism have ‘ac-
cepted’ a virtual reality system, interacting naturallyh/vi If true, it seems that virtual environments

may have little to do with pretence and belief.

Some researchers have in fact suggested that reality jusigsroould be used to indicate whether
virtual environments induce presence. The idea of a Virfuaing Test, as put forward by Schlokerb
(199%), relates the probability that an IVE subject belsethat they are in a real environment to a quan-
tifiable presence value. By offering a mediated and potiytiagraded experience of both a real world
environment and an immersive virtual environment, a Virfiaing Test could be created whereby ex-
perimental subjects are asked to distinguish between thestwironments. The degree to which the
mediating system degrades the experience is obviously dskag, but this may be accounted for by
the particular hypotheses being tested. Interestingly,IWEs are mediated has also attracted attention.
Lombard and Dittan (1997) have defined presence in terms dfatien, specifically as “the illusion of
non-mediation”, because the presentation of the virtuakrenment should make the equipment neces-
sary to view it transparent to the user. By focussing on parency, this perspective tends emphasise
the weaknesses of immersive technology, such as its phys$iagacteristics (such as weight, size, re-
strictive cables), low-fidelity displays, artefacts, amgponsiveness. However, it is interesting to note
that presence is attainable despite such problems, asiséxisystems currently available. Finally, in a
similar vein Waterworth and Waterwarth (2001) interpreggence as: “...such that virtual environments
do not require mental modelling (knowledge in the head) thers&ense. Rather they contain ‘knowledge

in the (virtual) world,” which is amenable to direct percegitprocessing”.

10 Although we are concerned with systems that are by definitionersive| Zeltzeil (1992); Stelier (1992) both provide nimde

that relate presence to systems that provide varying |lefeischnological immersion. One might also note that terochsas
‘Virtual Reality’ that in some circles are uniquely iderdifi with immersive virtual environment systems elsewherg rater to

any conceptual environment that is not ‘real’_(Hand, 1994).
Lynfortunately details of the particular experiment citeel mot publicly available.
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This implies that the mediating device is transparent beeduwe stimuli is processed ‘directly’ but
avoids mentioning the device(s) directly. If presencetaiaéd through some medium, then there must
be some communication, herice Steuer (1992) defines pre@esicg the term telepresence) as “the ex-
perience of presence in an environment by means of a comatioris medium”. In fact, Freeman ef al.
(1999) define presence purely in terms of the communicafiameessage, which is an extremely broad
definition. If this is generally accepted, then many of thehteques of communication theory may be
employed to directly work with presence. However, if we ddaspresence in a spatial sense, then we

constrain not just the content of the message, but the fomrhioh it is presented.

Another problem due to presence being a psychologicalistftat such states have the potential to
blur. One way in which this is possible is through variancatiention, as illustrated by Bystrom ef al.
(1999) in their model of “Immersion, Presence and PerformrarWaterworth and Waterworth (2001)
provide a model that explicitly describes both attentiod presence as continuous in nature, with three
axes to represent absence versus presence, virtual veedwgarld, and conscious versus unconscious
(attention to the environment) continua respectively.yTée not alone in regarding presence as laying
on some continuum, for instance Witmer and Singer (1998 $kmt “humans experience varying de-
grees of presence” and include attention as part of theilaegtion of presence. However, in contrast
to this,|Bioccal(1997) suggests that presence exists irtlgx@we of three states at any one time: the
real environment, the virtual environment, or the imagaralironment. On an intuitive level at least one
can identify with this proposal, as we can intentionallynigrour attention to each of these quite readily.
Schloerb’sl(1995) view is that an IVE user may be asked whétleg are in environment ‘X’ or not, such
that the probability of replying ‘yes’ may be used as a subje@resence measure. Indeed, the idea that
presence involves a selection between alternatives hasatn proposed hy Slater (Slater and Steed,
2000 Slater,_ 2002)._Slater regards an environment asgirmystimuli that form a gestalt, with atten-
tion selecting from one of these competing signals at anytiome, in a binary fashion: you are either
here, or you are there. Thus the experiencing of presen@ndspipon the continuous and immediate
interpretation of stimuli at a certain point in time. He uglesse ideas to explain that even unexpected
stimuli from a non-selected environment may be interpratedrising from the attended environment.
This idea is operationalised through the development of ekMaModel that represents the probabil-
ity of switching between the real world environment, andfrual environment. Presence as evoked
by a specific IVE is thus seen as the overall integration ofoplsrin which the observer felt present
(Slater and Sted, 2000). Although Steuer (1992) had staéed binary model of presence prevents the
comparison of VR systems, it seems that the models provig&thloerbi(1995) and Slater and Sieed
(2000) both support comparison through the estimation @bability values (that reflect the probability
of being present in some IVE.) It should also be noted that $y&ems may be compared according to
the immersion-heirarchy concept laid outlby Slater (2086%(Sectioh213).

More recently, Slater's view of presence has been furtheeldped, dividing it into two main
concepts, the Place lllusion (PI), and Plausibility (PSilater, 2009). PI refers to the spatial aspect,

much as it was described by Loohlis (1992) as ‘distal attidimiitLoomis provides a concise description
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that is a little similar to that of Ellis. (1996), although defd for the more general case. Slater states
Psi to be “concerned with the ‘reality’ of the situation depid... [including the] credibility of events in
comparison with what would be expected in reality in simdecumstances”. Slater states that “Pl can
be different in different modalities” so that PI could betsirsed in the visual sense while the subject
“simultaneously [has] a conversation with someone who isida the virtual environment...clearly in

the auditory domain there is no PI”.

While the concepts of Pl and Psi are clearly major aspectseoptesence phenomenon, we would
conjecture that Psi is actually another PI, albeit one thowg as being at perhaps a slightly higher
cognitive level of cognition than the spatial PI originadlgscribed. Indeed, this would unify the Pl and
Psi concepts, bringing them more inline with the idea thatlihain simply acts (for perception) as a
“correlation engine” as Slater states elsewhere (Slatall,&2009b), and this is also the author’s view.
This also supports the general (and intuitive) idea thdisrmeeand presence ought to be related. Under
this view we would also conjecture that each PI would havevta threshold|(Slater, 2002), and have
a binary state, such that sufficient IVE cues would be reduioeexceed the threshold, switching the
particular P1 from perceiving the real world environmenttie IVE. Thenumberof Pls connected to the
IVE could then be related to the level of presence experignthis conjecture would link the concepts
of Pl and presence-as-a-multidimensional-construct ggesied by Ellis|(1996) in particular; thus the
greater the number of I@and the greater the size of the effect of each of them, the hketg it would
be that the stimulus would induce a sense of presence. Steghtiided multidimensional factors that
lead to presence would be analogous to, and could then batlgineodelled by, a neural-network. This
leads to the idea that this may not just be a method for preserdelling in simulation but may even
reflect the modelling of presence as it happens (literatiyhe brain. Again though, it should be pointed
out that this is conjecture only.

The Pl and Psi theory could explain why improvementsin diguality have seemingly not affected
presence in some research (Zimmons and Panter| 2003; MahRabinsan| 2004) but the addition
of other types of visual cue (concerning ‘other PIs’) hassigantly increased presende (Slater et al.,
20094). Although there is retrospective and fragmentaigesce foi_Slatér’s theory, it has now begun
to be tested directly (Slater etial., 2010).

Within the presence literature philosophical consideretiare also made_(Flotidi, 2005), and per-
haps one of the most prominentis the Heideggerian and Ginséounded work of Zahorik and Jenison
(1998). By tying presence together with ontological ptololsy they define presence as being “tanta-
mount to successfully supported action in the environméRé&genbrecht and Schubert (2002) are sup-
porters of this perspective and point out that the mereidiusf the potential to interact should enhance
presence.

An affordancel(Gibsori, 19i79)) is the potential to interacto, so rather than emphasising the
perception of the environment itself, we are present withihwe perceive that we may interact with

it or objects within it. This emphasis upon interaction irclswiews is an important point, as it is

120r perhaps better, the greater the extent of a continuum fspbnses
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widely accepted that even low-fidelity environments carug® presence_(Sanchez-Vives and Slater,
200%) Harvey and Sanchez-Vives, 2005) and that it is therfmogptive-display concordance that is most
important for presenceé (Slater and Usoh, 1994; Slater,[R08ether Zahorik & Jenison’s existence-
as-action may be tied to presence is not clear to the authon&can surely argue that while interaction
may increase the probability of presence, one can be pregsentwithout any possibility of interaction.

It would seem more appropriate to state that unsupportémhaiotan environment can reduce the likeli-
hood of presence. This is particularly the case if one exgedbe able to perform an action and cannot,
which might initiate the logical question “why can’t | do #%" leading to questions regarding limitations
in the technology being used. Similaily, Zahorik and Jemig®98) conjecture “Successfully supported
action in the environment is a necessary and sufficient tiondior presence.” It seems feasible that
successfully supported action is a sufficient conditiorpi@sence in its most general and abstract form.
Consider an example where an IVE is being used, but the useotdorm any idea as to what the
surrounding images are (such as random coloured dots ag]}.liAs they move their hand forward and
back, they realise that the images changes somehow. At dims fliey are certainly interacting with
the environment. In a most general and abstract way theyddmeilsaid to be ‘present’ in the world
of randomly coloured dots and lines — perhaps not dissimdammes when the mind is considering
abstract concepts (such as performing mental arithmediowever, perhaps this is not so much related
to the world of three-dimensionally rendered environmgmisrather strongly related to a larger class of
presence questions belonging more to the fields of ontopisyghology and philosophy than to presence
in immersive virtual environments. Zahoric and Jenisosseation that successfully supported action
in an environment is a necessary condition for presencelsarba considered unsatisfactory. As men-
tioned above, most of the time we as humans can interact inateddwith our environment. Sometimes
however, this is not the case. “Patient Awareness Duringeatteesia’l(Communicare, 1996) rather ter-
rifyingly documents the hazards of using the combinatioamdesthetic and neuromuscular blocking
agents that are routinely used for surgery. From ratheudiistg statements recorded from patients
(such as “I was still perfectly lucid when the obstetricidanmed his knife into my abdomen.”) and
verifiable facts in the document, it appears that a sense=skpce may be experienced when interaction
is not possible._Floridi (2005) has also criticised Zahanmki Jenison’s account of presence for the same
reason remarking that it does not account for passive pceséimat is, presence without any observable
interaction. It seems that Zahorik and Jenison have codftlemissues of presence in the context of
virtual environments and ontology by assuming that theyomeand the same. However, although the
phrase ‘being there’ is often used in the presence reseaitdhifiis not the ‘being’ as opposed to ‘not

being’ that is emphasised, but the ‘there’ as opposed t@'her

Presence and Performance

At the opposite extreme to the philosophical discussiondsiechanistic operationalisation of presence.
Ellis (1996) discusses a cybernetic approach for measthimgffectiveness of virtual environments ex-
cluding issues of “the ‘impression’ communicated by theiface”, which may refer to the subjective

experience of presence as ‘being there’, and instead fogasi situations involving the communication
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of some message between the user and system. This type tdmprishoften tackled using information
theory principles, may be framed in terms of task perfornreapossibly belonging within the field of
human-computer-interaction (See Mulder etial., 2004).idrphper,_Ellis’ point is that task performance
while using a virtual environment is not necessarily immby inducing of a sense of presence. This
is backed up with examples in which task performance is aswd by reducing the veridicality of dis-
plays and hence decreasing presence. While Ellis takes fma@ebunk the idea that increased presence
should lead to increased task performance with a parti@rtgshasis open teleoperation, Slater &t al.
(1996) addresses immersive virtual environments morectiljre Slater argues that “it is posing the
wrong question to consider whether presence per se faeditask performance” because task perfor-
mance is related to user interface issues whereas preseabelt supporting “natural reactions to a
situation (which may or may not have something to do with ifficy of task performance [in a virtual
environment])”. Hence, he later points out that presenceilshbe measured independently of immer-
sion as immersion might influence presence and task perfareia different ways. This view appears
to have gained the general support of other researchers fiett (lJsselsteijn et Al., 2000). On the other
hand/ Held and Durlath (1992) suggest that presence andrpemice have an important relationship
that should not be overlooked. Their assertion is that gimesence supports natural human interaction
and the most general-purpose system available for penfigrtasks is “us (as operators)”, if we regard
immersive technologies as providing a platform for perfimgrgeneral tasks there should be a connec-
tion between the two concepts. By taking each of these pivitdsonsideration it seems that the future
of general-purpose immersive systems should support meesas best they can, because transforma-
tions that improve human-computer interaction could besddas an extra layer within the application
domain rather than being placed within the platform itsklf because of this that we feel that pursuing
presence inducing immersive virtual environments is advalijective but that task-performance is not

directly useful for measuring presence.

2.4.2 The Utility of Presence, and its Effects

The concept of presence is highly esteemed in the world ofard, this is somewhat demonstrated by
the quantity of literature concerning it. In the early 198sliterature emphasised teleoperation with at
least one researcher raising the question whether presgghebe of value at all (Sheridan, 1992), and
others admitted that its usefulness for this purpose waslaat (Held and Durlach, 1992). In relation
to this, it seems that teleoperation was the driving fordermhEllis’ (1996) criticism that presence need
not necessarily increase performance. Since this perledgeration seems to have taken a back seat,
while presence has been considered in a very general sersaifde range of applications, and with a
particular prominence of virtual environments.

The reason for this change in emphasis must surely be duetinopéhe ubiquity of virtual envi-
ronments and the technology to support them. Virtual emvirents are now so commonly found that
it is of little surprise that they are under scrutiny in a edyiof scientific fields to determine how they
might be leveraged. However, this is much less true of thefigldh of immersive virtual environments

that, requiring relatively expensive devices, remains allenbut quickly growing area. But although
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they are scarce, IVEs provide a unique way to experiencealignvironments, by enabling presence.
Whereas the perspective of a virtual environment and tHeyatoi move about it and view it in a natural
way (i.e. using the body) is unique, it is not the only benefiah IVE. Slater et al! (1986) notes that
presence is important because it facilitates and evokes/imlir consistent with that which would occur
if the virtual environment were real. Examples of the forraer architectural walk-throughs, and the
development of manufacturing designs. Examples of therlatay be found in more complex situations
including training(Vora et all, 2001), and virtual realit)erapB (Strickland et al., 1997) such as treat-
ment of acrophobia (Emmelkamp et al., 2002). It almost gadsowt saying that there are instances of
IVEs in which presence is so central that it almost becomeshdrin itself, such as for teleconferencing
and escapist entertainment, and even relaxation (Freenadin 2004).

Although future technologies are likely to reduce the cadtbVE equipment, advances will no
doubtimprove immersion in terms of its breadth and depth Gaxtiofi2.312). But Hand (1994) suggests
that waiting for technology advances to obviate the studgresence in IVEQ is to attempt to avoid
important issues. These issues are due to our ability fdn-légel cognition, in other words, even
if technology sulfficiently provides accurate and high rasoh displays to our senses, perhaps even
including all sense modalities, there is still the considgien (for instance) of what content is displayed
and the way in which it is presented. To investigate this [genmbof content we must look for solutions
using presence research.

Slater and Wilburl(1997) states that the concept of presesmoains useful if only as a driver for
immersive virtual environment research. He explains thati think of it this way, then we can utilise
presence research to help understand what factors diginggocentric and exocentric systems. For
instance, using Slater's example, we may attempt to usempceso compare IVEs to desktop-displayed
virtual environments, in order to find what benefits each has the other.

Whether there is a link between presence and task perfoensihighly dependent on the context,
but in some cases presence should influence task performEmsavas demonstrated by Slater €t al. in
their experiment using Tri-Dimensional Chess, where tie¢pst to investigate the issue by comparing a
desktop system to a highly immersive CAVE (Slater &1 al..€)98rom their study it was found that task
performance was positively associated with an egocentacan exocentric display, and the egocentric
display resulted in significantly increased presence sdoeing reported over the exocentric display.

A patrticularly interesting issue regarding the utility ®Hs is found in the simulation of hazardous
situations. IVEs appear to lend themselves to such sinemisifior training purposes, promising to mimic
the real world so that responses to such situations can leansdd in safety. But Held and Durlach
(1992) assert that immersive systems will always haveditiohs, and that this leads to users developing
ways to adapt, usually as their exposure to the systemsasese Whether this adaptation is conscious
or not is unimportant, nor is the amount of effort requiredpdimise it, but rather that the perceptions

or responses of users may be aberrant. In the same artiglalgdeesuggest that familiarisation with an

13 The flexibility of a VE allows full control over the situatiprand importantly, the object of the phobia. Phobia exposure

therapy can therefore be implemented using finely and aedleted controls, and can be adapted to an individual’ssneed
14Although Hand uses different terminology that is more loose
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IVE system will enhance the experience of (tele)presenessears habituate — which would appear to
compound this problem. However, although IVEs can affentgtion of real world situation, such as in
virtual reality therapyl(Pertaub etlal., 2001), there apptmbe no research regarding this as a potential
problem. In a similar vein there is a second likely problemmely that within an IVE consequences
are also virtual, or may not even exist (that is, they may mottodelled by the IVE syste This

is a mixed blessing. Whila_Zeltzer (1992) explains that s@pplications are benefited by the fact
that dangers are not recreated by immersive virtual enmnts, this fact could instead have serious
detrimental repercussions. To take an extreme exampljioea soldier within a battlefield scenario one
can never reproduce the danger that would exist if the stenare real — that of becoming wounded
or even dying. Therefore we cannot expect our soldier tottteabe IVE as if it were real, consciously
or subconsciously. Therefore, ironically it is likely thtae applications that exploit the lack of danger
presented by an IVE are those that in fact would benefit byel danger to make them truly effective.
Even if there are serious consequences introduced, suokepink the soldiers’ IVE performance on
their record, one cannot imagine this could compare withséhrese of danger of a real situation. One
wonders whether this was part of the thinking behind Ivarh&u&nd’s words when he described the
‘ultimate display’ and explained that within it a displaybdllet would be lethal. It is fortunate that
people respond to IVEs as though they are real even when thesesy obviously not, but determining
the limits of this effect would be of great benefit, espegiédr hazardous IVE simulation.

A major thrust of presence research concerns how subjemts tiee IVE stimuli. Surrogate mea-
sures of presence are often defined in terms of these resciibey reflect the interesting phenomenon
that people very often react to immersive virtual environisas though they are in fact real, almost
irrespective of the general lack of fidelity and realism tisgirevalent at this point in time. A good deal
of literature therefore concerns itself with quantifyirfgetperception of virtual stimuli by measuring
reaction.| Zimmons and Panter (2003) demonstrated thisiwelh experiment that varied the level of
rendering quality across experimental conditions. Meaguhe heart rate and skin conductance (both
of which are said to reflect stress responses), they hadashjeop objects into a virtual pit (onto a
target.) There were five levels of rendering quality: thedesing of black and white lines, to low and
high-quality textures without lighting solutions, and lewd high-quality with lighting solutions. Using
the accuracy of the objects being dropped onto the targetmains and Panier found that task perfor-
mance did not vary according to rendering condition, algiotask performance did correlate inversely
with heart rate. Having used a training room as well as a sépaoom that contained the pit, they were
able to determine that heart rate increased significantgrwdubjects entered the pit room. A presence
guestionnaire was also administered, and it was found tleetepce responses were not significantly
different between rendering conditions. This experimaemhdnstrates that even low-fidelity IVEs can
induce a sense of presence, as evidenced by the increasarfrrdte. Therefore experiments such as
these do not only tell us something about IVEs, but they @flaus about how we as humans perceive
ourselves as being present within environments (e.g. déggw of their apparent detail and accuracy.)

13Banos et 211(2000) consider the reality of virtual enviremts, and define reality in terms of consequences that mifgiut a

the user.
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It seems then that the utility of presence lies in the ahtitityimulate situations and induce responses
that would occur if the situation were real (Slater and WiJd997). But as we have discussed, there are
limits, and although IVEs have been shown to be efficacioug&ining in some contexts, great care is

required in others (and particularly those that involvedimeulation of dangerous situations.)

2.4.3 Presence Determinants

Many experimental studies have been carried out to deterpiiesence factors in an exploratory ap-
proach to understand the concept better. This is aside fnasetwho have sought to understand the
concept by suggesting tentative theoretical models to eupon (Held and Durlad¢h, 1992; Loomis,
1992;| Sheridari, 1902; Stelkr, 10092; Zeltzer, 1992; EIf®61 Draper et all, 1998). Sadly there have
been few publications such as Hecht etial. (2006)'s thatrgiteo tie such theories and evidence to-
gether either directly or indirectly. The problem is notytiat a potentially infinite number of factors
will affect a sense of presence, but perhaps that the expatahresearch has not been sufficiently sys-
tematic (Lombard and Ditton, 1997), this being compoundgithb fact that, at least for now, there is no

independent objective measure for presence.

Determinants Theory

IJsselsteiin et all (2000) provide an overview of the af@rtioned theoretical models and attempt to

reduce them to four common factors:
Extent and fidelity of sensory information — essentiallyu&ties concepts of ‘breadth’ and ‘depth’.

Match between sensors and the display — “...the mappingdmtithe users’ actions and [their effects]”

in terms of ‘sensory-motor contingencies’.

Content factors — “a broad category including the objectdéors, and events represented by the
medium...[and the] ability to interact with the content andnodify it”. This also includes ‘au-
tonomous factors’, that is, autonomous behaviour of agamtsobjects (such as physical sim-
ulation including gravity, fluid dynamics, etc.) as noted®gltzer's| 1992 ‘autonomy’ in his

‘Autonomy, Interaction, Presence’ model.
User characteristics — psychological and physical charistics of the users.

This list provides a good reference for the general detaanisof presence, although it does not
provide a model as the original authors do. Such models aiddmparison within and between these
factors, which is what_Ellisl (1996) suggests by forming gglgnce classes that allow us to estimate
likely presence when factors have fixed-vali&®Neither does it help us to compare the relative im-
portance of factors in an ordinal sense, for instance to @y reject Heeterl (1992) assertion that
responsiveness is more important than fidelity. Zelize®2) @rgues that as the real world is too detailed
to simulate, and because some perceptual cues are notpréatimplement, just the necessary sensory
cues required for an application could be supported by an B{leh a model would aid the testing and

possible implementation of this idea as well.

187Zeltzer (1992) had earlier concluded that sensations dueilduggested’ or evoked by ‘substituted’ cues.



2.4. Presence 40

Specific Determinants

Although presence is thought to be a multidimensional phresrmn (Hendrix and Barfield, 1996), a
comprehensive compilation of presence determinants astigated or theorised has been published by
Schuemie et al! (2001). Here we shall consider some of thefgptactors that relate to the matters
of this thesis as addressed by the research community. WitntkSinger|(1998) state that ‘...presence
measures should assess [the] individual differences dsaweharacteristics of the VE that may affect
presence. as these are the two groups of presence detetminglater and Usbh _(1993a) saw that
presence factors may be split into user (or subject) exageand endogenous factors, and so we shall

now use this convention and consider each.

Exogenous Factord/ithin the experiments of this thesis we utilise a HMD to emasthe virtual
environments. There are several characteristics of sisghegis that have been associated with presence.
A binocular stereoscopic display as opposed to a monocidplay resulted in an increase in reported
presence (Hendrik, 1994; Hendrix and Barficld, 1996). Téssiit was expected for two reasons. Firstly,
Hendrix and Barfield write “This is based on the observatitias we use our stereoscopic vision daily
to manipulate objects and navigate within a three-dimeradiovorld.” Secondly, they make note of
the published results of several experiments that indicate performance had increased when stereo-
scopic cues are available. Whilst performance and preseagenot be related in a bidirectional causal
sense, such experiments demonstrate that stereoscopicaueffect changes in the perception of and
interaction with virtual environments. Although their @pnent showed a connection between pres-
ence and stereoscopy, they did not find that responses tostiauen ‘realism’ changed significantly
with the stereoscopic condition. This however was likelykmsting - a potential artefact when using
some types of stereoscopic technologies - as reported bgxiberimental subjects. In the same arti-
cle, the effect of a head-tracked display is considered.drem@and Barfield explain that head-tracking
facilitates the display of a VE in which the viewpoint is degent upon the dynamic position and ori-
entation of the user’s physical head. The results of thgiegrment provided evidence consistent with
the hypothesis that head-tracking would increase repqresence and realis@. Head-tracking tech-
nology supports optic-flow interaction with the VE, and thlaugpports many visual cues that Giblson
(1979) argues are essential for perceiving our environmntexcellent overview of visual cues that
are involved in viewing immersive virtual environments ioyided by Rinalduckil (1996). Update rate
and latency of displays and their content is an importantider IVEs. These and other factors must
be sufficiently supported to minimise what has been callglécsickness’, and a treatment of motion
sickness in the context of virtual environments is provibgBles and Wertheim (2000). Kennedy et al.
(1993) has devised a Simulator Sickness Questionnaire)(856der to quantify (subjectively) such
effects. | Meehan et al._(2003) made a connection betweeemesand display update latency, when
investigating whether heart rate increased when viewingtaal environment that contained a pit, as
opposed to a non-threatening training room. Heart raterdickase significantly when in the ‘pit room’,

but it increased by a greater amount (with ‘borderline sigance’,p = 0.05) when there was lower

17The stereoscopic and head-tracking experiments were parately, and both used within-group designs.
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display latency. They compared latencies of 50ms and 90nree@hat relatedly, higher display frame
rates have been associated with an increased sense of ggeadrere rates of 10, 15 and 20Hz were
tested|(Barfield et al., 1998). Frame rates are dependent (@mal usually constrained by) the system
providing the display signal, in this case the computer aseaated graphics hardware. This is unlike
the display hardware for which the term refresh rate is usegscribe the frequency at which the screen
is updated (refreshed), and which generally occurs at anmiim of 60Hz. Although subjects could
discern between 15 and 20Hz frame rates, presence was fmbedricreased in both 15 and 20Hz con-
ditions compared to the 10Hz condition, supporting Steuearlier (Steuke, 1992) prognosis. Current
technology can cope with generating frame rates above 20thzease unless tasked with highly com-
plex scenes. The experiments described within this thesigber contain low to medium-complexity
scenes.

The field of view of HMDs is also one of their main charactécist(see Sectiol 2.2.1).
Prothero and Hoffman (1995) found that an increased fieldesf was connected to presence. In their
work, the authors compared a (horizontal) 60 degree and &6ged field of view and found that there
was an increase in reported presence in the wide-angletoamdi

Pictorial realism has been tested as a potential preseot.iZimmons and Panter (2003) tested
five levels of rendering quality as reported above (see @eBIL.2). Texture detail and lighting realism
were tested, and it was found that reported presence scamesnet influenced by either. However,
Welch et al. (1996) concluded that pictorial realism didréase reported presence according to their
experiment - using a within-groups design whereby subjemttd compare alternate conditions repeat-
edly in order to make their judgements. The experiment haticgzants driving (or being driven) in a
simulator with differing levels of detail in the displayedvironment. They also tested interaction (driv-
ing) and passive (being driven) effects on presence, wigénééraction was found to increase presence.
Slater et al.|(1995) found that by displaying dynamic shaglawthin an immersive virtual environment
reported presence scores increased. Slater also usedeamtiv@bpresence measure, the accuracy in
pointing toward a virtual radio in contrast to its real wogddsition as betrayed by the emanation of
an audible “meaningless tone” (see Seclion ?.4.4). Afteupging subjects according to their visual or
auditory dominanﬁ, it was found that visually dominant subjects had incregsedence scores when
shadows were displayed. No such association was found ftitoayy dominant subjects.__Cha eti al.
(2003) provide evidence that stereoscopic, geometryldegaiure detail, object motion, motion detail,
and change-of viewpoint factors all significantly increhgeesence while viewing a 50 inch display
using shutterglassQ). Subjects viewed an underwater scene containing compuierated fish (or
inanimate fish, depending upon the condition).

Sanchez-Vives and Slater (2005) state that [visual] neeibdess important than head-tracking (see
SectiolTZZR) or frame rate. Tracking is important in gahdsecause it is tracking that supports the

virtual display that corroborates proprioception. Henge,sense our bodily posture and see this con-

18yjisual and auditory dominance are concepts defined by nguistic programming (NLP) theory. Subjects were classed

through the use of a post-hoc questionnaire.
19The distance from which subjects viewed the display is nemiand so the field of view cannot be estimated.
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firmed within the virtual environment. Evidence that heeatking supports presence has been provided
bylRegenbrecht and Schubert (2002). In their study ‘spptiedence’ was found to be enhanced when
subjects viewed a head-tracked scene as opposed to a ndiiraeleed scene. Subjects viewing the

non-head-tracked scene saw it instead using pre-recordeements.

Usoh et al. [(1999) empirically tested how walking in an IVEteesupports presence when it is
achieved by actually walking (in physical space), rathantactually walking-in-place (or ‘on the spot’),
and how both these methods increase presence significantlymparison to the use of virtual flying
(across the plane of the virtual floor) to navigate the viruwvironment. As part of this work they used
a wide-area tracking system to allow walking in a real envinent, a neural network to determine when
a person walked ‘on the spot’, and a push-button to enablélytreg’ movement across the plane of
the virtual floor. [ Slater et all (1998) have also investigatatural movement by having experimental
subjects look for fruit in an orchard when the trees were fiedént heights. In one condition subjects
had to bend and move around to a greater degree in order toripettie search. The condition that

encouraged more bodily movement was found to be relatecettgyrreported presence scores.

Because the body provides the connection between our cwussself and the environment, as we
have discussed, at least some body tracking is essentater Sluggests that the more bodily tracking
available, the greater the likelihood that presence isdéaduSlater and Usbh, 1994). To reinforce the
perception of the IVE itis logical that limbs portrayed irethirtual environmentare (ideally) tracked and
thus coincident with proprioception. Doing so results imirdual body: ISlater and Usoh (1994) tested
the importance of a virtual body in an experiment in which gneup interacted with an IVE through
the use of a three-dimensional arrow (pointer), and a segomgp were endowed with a virtual body.
After exposure to several environments Slater observetthleaparticipants with virtual bodies were
more likely to react to virtual dangers, such as a virtuatjpiee. This result was not reflected by the
administered presence questionnaire however. Also, pbetthoc essays made by the participants were
analysed according to a neuro-linguistic programming rhadféhin the group that had the virtual body
a positive association was found between the proportioinaisthetic references and predicates and the
reported sense of presence (according to the questiohn&iréhe alternate group (having no virtual
body) there was also an association, but it was negativer#than positive so that a greater number of
kinesthetic terms correlated with a lower reported seng@aedence. Given such hindsight, Slater goes

insofar as to state that “Immersion...requires a selfesgntation in the VE - a Virtual Body (VB).".

While the sense of presence is invoked through the use of esesombard and Dittor_(1997)
remarked this should result in the illusion of non-mediatiand this implies that the devices employed
should avoid the introduction of artefacts. Thus the devtbemselves and what they output should be
free from signals indicating their existence (Held and Bahl| 1992). But the devices are not the only
potential sources of such problems, and Schuberi et alg¢jii@ntions that there should be suppression
of conflicting stimuli from the real world. This is often aeled by depriving the user of real world
stimuli, whichiWitmer and Singer (1998) state leads to momeriersion’ [ Slater and Wilbur (1997) also

remark that outside events can decrease the sense of ‘Iheiregj, talthough this is not always the case
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as users can interpret and incorporate a stimulus fromitieithe IVE into the experience, perhapsin a
similar way in which this can occur in dreams. Methods to pedilne problem of external stimuli being
seen or noticed include adding covers to HMDs to block exddight, and the use of white noise to
cover up external sounds (Renaud etial., 2007).

Endogenous FactordVhile exogenous factors are often easier to measure, imagtiitcan be dif-
ficult to probe for relationships between endogenous arsepiee variables, especially when the former
are also subjective, as both may be difficult to define and areasiowever, this has not prevented the
investigation of endogenous factors, and many of the poestireory publications include conjecture
considering potential relationships between such veegblitmer and Sinder (1998) suggest that pres-
ence is dependent upon attention as it is directed in a asmismmanner between the virtual and real
worlds. Their thesis is that without continuous involvern@na continuous sense of the envelopment of

the virtual environment, presence is interrupted:

“presence depends on the ability to focus on one meaningghlerent VE stimulus set ...
presence is based in attention to continuities, conneeteliand coherence of the stimulus

flow....[enabling] the focusing of attention...”

This view presents presence as the result of a system ohdlistn that lures the user away from real
world stimuli, and so according to them more involvementwitie virtual environment should lead
to more presence. Attention and engagement (or involvénhane also been suggested as presence
factors. Engagement could be considered the relative eftidh; so that when we are engaged in
some activity within an IVE, we are normally attending to th& content. | Barfield and Wegharst
(19938) and_Nunez (2004) both conjectured that attentiomt®/& should manifest itself in the form
of mental load, which could be measurable via a secondakytéatinique, indicating presence. Using
a simpler approach, one lof Barfield and Weglhorst's (1993)dtdies used a post-hoc questionnaire to
measure the sense of presence while experiencing a “flyghfavithin an IVE. The post-hoc subjective
responses to questions regarding “Presence” and the I\ig bemgaging” were found to be significantly
and positively correlated. However, this relationship ldonot appear to be generalisable,las Ellis
already pointed out that presence and task performanceanecessarily correlated (Ellls, 1996). Also,
Spagnolliand Gamberini (2002), who has described how tidtemay be split between the cues of
contending environments, provides ad-hoc evidence teadhse of presence can be robust in terms of
attentional interruptions._Spagnolli and Gambeérini sisggieat IVE presence is not necessarily broken
by external (real world, non-IVE) cues or even by technigalopems occurring during the use of an
IVE system. This could also conflict to some extent with thdifigs of Slater et all (2003), where IVE
anomalies were artificially introduced into an IVE expederin order to model the ‘breaking’ of the
sense of presence.

However, Spagnolli and Gamberini (2002) use their evidénogescribe presence differently, in
terms of attention and action in a ‘hybrid’ environment mageof not just the IVE and the real world
environments, but also of other spaces in which we may @néet (Gamberini and Spagnblli,_ 2003),

such as the mode of internal thought. But this definition epnce pertains to the situation of the IVE



2.4. Presence 44

user in its entirety (termed a “configuration”), rather tli@aousing on the more narrow physical, spatial,
and proprioceptive view of IVE presence. This very wide vigpresence allows for the consideration
of an enormous number of types of presence factors, and @aflorsuch intriguing problems as the
‘book problem’ (Nunez, 2004). Thus, the relationship betw@resence and engagement is then not
only understood in terms of the extent to which a user intsnaith an IVE (as discussed), but presence
is also inferred by the very fact that a user has the abilitgirtter-) act in any number of modalities.
Therefore perhaps the main research question is no longss'the person obtain a sense of presence
within the IVE?”", but rather “Where is this person present#’more specifically, “How can we define
the environment in which the person is present?”.

One potential method for unifying these views is to be founiRiva et al.|(2004); Riva (2006). The
authors propose that VE presence is maximised when attegutid engagement, with respect to the VE,
are optimal (maximal.) Their assertion is that maximal preg in an environment is experienced when
we (i) are conscious (proto-presence), (ii) perceive ther@griate environment (core presence), and
(i) conceive ourselves as being in that environment (edésl presence). In practice, this means that
ideally all modes of experience should be focused upon ttie(Bée also Waterworth and Waterworth,
2001, and SectionhZ.4.1). Perhaps the most clearly practeodribution of Riva et él.’s paper is in the
underlining of the importance of realistic concepts andteonwithin VEs. Based upon their model,
Riva et al. suggest that not only should a VE be perceived @ahstic manner through our senses that
interface with the world, but that natural contemplatio@®fE should be indistinguishable to that which
would occur if the VE were real. In practice, perhaps the nobsious deficiency of this sort is in the
lack of realistic content-composition in IVEs, and this isdoubtedly another great avenue for future
presence research.

When considering attention in our own experiments we takenple and pragmatic approach, by
giving our participants open-ended tasks to encouragettbrding of the IVE for the duration of our
experiments (see Sectibn13.7). However, we shall also s#dtthppears possible to not only deduce
what is being looked at, but what is being perceived in amétral sense (see Sectibnl3.3). This is
important in the context of attention, as it provides evickethat attention is being given over to the
IVE, rather than just real world cues. As regards engagenfi@nbur purposes (in our experiments)
it is facilitated only by proprioceptive elements, such asing the head and body, which while not
providing much scope for high-level cognitive interactidoes lend itself to visual (and proprioceptive)
exploration through the senses.

Apart from attention, Witmer and Singer also hypothesiseisd other contributing factors of pres-
ence originating from the work of Sheridan (1992) and Held Barlach (1992). They group these into
control factors, sensory factors, distraction factors| eealism factors|_Witmer and Singer (1998) de-
vised a questionnaire based on these factors, and this waisiatbred to participants of four experi-
ments in order to develop the questionnaire fun@eAmong their findings, simulator sickness as mea-

sured using a questionnaite (Kennedy et al., 1993) was ftauhd negatively correlated with presence.

20Although the authors believed considerable progress haal inade in measuring presence some of the methodology éyat th

employed has been controversial (Seclion2.4.4).
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Within the same publication they also developed a separtastipnnaire to evaluate the propensity of
subjects to become involved and immersed in various sitngtinamed the Immersive Tendency Ques-
tionnaire (ITQ). Not only does the ITQ promise to help untend immersive tendencies, but it might
also be used to find differences in how individuals responthéoquestionnaires as a whole. For in-
stance, the variance and skewness of individuals’ resgahseto factors such as a tendency to express
their opinion using extremities of the Likert scale, and ight be used to evaluate the extent to which
they are suggestiblé._Slater and Wilbur (1997) mentiongzhssing that susceptibility to hypnosis and
to presence could be related. It might be argued that thiflqmovide a measure of one’s ability to
‘suspend disbelief’ (see Sectibn 213.2), and could be cciedetol Regenbrecht and Schubeit’'s (2002)
hypothesis that the mere illusion of the ability to intersicbuld enhance presence. The propensity for
individuals to respond using particular modes has also beastigated by Slater etlal. (1994) using a
Neuro-linguistic Programming (NLP) approach by which induals are rated according to their use of
auditory, visual, and kinesthetic terms in communicatiigP theory asserts that individuals tend to be
dominant in one of these modes, and Slater found evidenagpimost the classification of individuals
according to this model and using this as a predictor vagiabregression. In addition to the afore-
mentioned endogenous factors are many others, physicgsytiological, such as gender, age, health
and computer games experience. However, although thes#tareused as explanatory variables in
regressions and are reported upon in a minor way there déeppear to be a comprehensive study of

how these variables alone affect presence.

2.4.4 Measuring Presence

After realising the importance of presence and its plac¥ sl we can only learn to manipulate and turn
it into a useful tool by understanding it. To understandtitmust be measurable, not just theoretically
but in practice.

As|Slater and Wilburl (1997) point out, the distinction bet&swémmersive and non-immersive vir-
tual environments may be putto use as a discriminating dduiddentifying important presence factors,
and this is an important first step. Subsequent to identifpiresence factors, we wish to find how pres-
ence may be intentionally induced, and how much effort isiiregl to achieve this (Slater, 2002). Then
we would like to know how the sense of presence may be sustg8iater| 2002; Marsh, 2003). The
concept of breaks-in-presence (Slater &1 al., 2003; SiateiSteeic, 2000) could help investigate how to
achieve this by inverting the problem, by discovering wHatacles prevent ongoing presence. Interest-
ingly, the literature does not give much consideration dsow presence might best be ‘extinguished’,
perhaps this is because it is so simple to achieve. Howéisrshould not prevent the consideration of
this issue, as it is not certain that that such investigationld prove fruitless. In this vein, in one of
Slater et al.'s experiments_(Slater et al., 1998) a virtuatled of the real lab is used to bridge the real
and virtual worlds. It was used when the subject both entanedexited the experimental environment,
and the experimenter would even communicate with the stejeearing the donned equipment so long
as they were still within the ‘virtual lab’. Although the efft of doing this was not studied itself, it

is interesting that it was implemented. Another potendalie regarding the termination of a presence
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experience concerns any after-effects. The after-efiefct¥Es are a natural area for study, as they
have been relatively severe when compared with simulaténess, and even sea- and space-sickness
(Kennedy and Stanney, 1997). However, after-effects cprddide insight into the presence experience
according ta Weldh (1997). Welch suggests that the extemhtoh an individual adapts to the IVE will

be manifest when they exit the IVE, again having to re-adjasthe real world). It is hypothesized that
the re-adjustment will correlate with the experienced ll@fgresence. How much easier and quicker
such readjustments to the real world might be relative toatti@ptation to the IVE is not discussed,
although it is likely to be of some consequence. The conatier of after-effects for both purposes is
provided in Stanney et al. (1998).

At each of the aforementioned presence stages, some kincdta$ure is vital for investigation.

It has been pointed out that presence is likely a multidiroerad phenomenori (Hendrix and Barfleld,
1996), in which case it could (or should) be measured viaiplaltmodalities. Some researchers have
therefore suggested that the measure and technique to deshisald be dependent on the aim of a
particular studylL(Waterworth and Waterwoith, 2001), thpezience intended_(L]sselsteijn et al., 2001),
and the task.(Schloerb, 1995). The alternative is to use greggte measure, using multiple measures
together to estimate the level of presence experiencesklisiin et 2ll, 2001; Slater and Garau, 2007;
Ellis, [1996). An aggregate measure would have to take intsideration how presence is affected by
each modality, each of which could differ (Slater etlal., 49By using several measures, Hecht ét al.
(2006) provides evidence that when IVEs display data in ipleltmodalities (using auditory, visual,
and haptic modes) overall response time is increased. @édifhave must be careful not to confuse
performance with presence, this does suggest that indilsdhave the capacity to simultaneously sense
from multiple modalities within an IVB. Thus, through diligent and systematic research, multathod
measures could be used to build the equivalence classdslliEgfl996) suggested. Then not only could
we better understand presence, but as he envisaged, |VEStmdesigned to support particular levels
of presence.

Scientific measures have stringent requirements that neusteéd. For the purposes of presence
measurement, it has been said that such measures must b¢icpas repeatable, reliable, robust, and
useful with respect to IVES (Sheridan, 1992; Ellis, 1996)fdstunately, as presence is a subjective phe-
nomenon, measures are not easily defined. So it seems betsangl and a curse thatimmersive systems
affect an individual at multiple levels, from autonomic tig/fi-cognitive behavioul (Slater and Wilbur,
1997). This is because while alternative approaches t@poesmeasurement are possible (some being
more practical than others to implement) it also means thahgrehensive battery of measures may be
required to capture the full effects of a presence expegienc

Because IVEs fundamentally attempt to produce an environthat is intended to be realistic
(from the perspective of presence), itis perhaps obvicatshie tests and measures will inevitably use the
real world as a reference point, as noted by L essiter et@GD(R If we are to learn something of presence

from an experiment using questionnaires, then the respaidhe subjects and the interpretation of the

211t may be possible to increase the likelihood of presencewiaiy, or perhaps even provide supporting cues that coulah aid

maintaining presence when another display modality is eea.
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responses should necessarily be grounded in real worldiergpes. Indeed, when experimenters use
objective measures itis frequently stated that they wistidntify responses that would be expected if the
IVE were in fact a real environment. It seems most importaemt that presence measures should ‘work’
in the real environments as well as in IVEs. However, theest@p important points to be made about
this. First,Usoh et all (2000) have indeed considered theofifwo separate) presence questionnaires
in a real environment versus a representative IVE. Theyddhat the two questionnaires could hardly
discern between them, although it had been expected thatsthenvironment should result in higher
reported presence scores._Mania étlal. (2003) confirmedathésn finding that presence questionnaire
(Slater et al.,_1998) responses after viewing a real enwigort were not significantly different from the
responses after viewing an I\Q. The usefulness of presence questionnaires are consideBedtion
223

Second| Slater et lal. (1995) leveraged the relationshiywd®at real and virtual environments by
presenting conflicting cues to experimental subjects, ngatar an interesting and effective method that
could aid in capturing subtle differences between the twe Gectiol 2.414).

If the real world is our reference point, then an interessingle against which presence may be
marked was invented hy Slater et al. (1994). In an experitaytcreated a ‘Stacking’ of virtual envi-
ronments where subjects would don IVE equipment within aB (thus, in a recursive manner), in an
attempt to place more distance between them and the read widnk idea was that this would induce a
stronger sense of presence at increasing ‘depths’. It waxdfthat reported presence increased depend-
ing upon the ‘depth’ that the subjects experienced. Thisgamed possible that the ability of a specific
IVE to generate a sense of presence, might be describedras dupiivalent to some ‘depth’ (perhaps,
according to some standard IVE.)

Sheridan|(1992) stated his belief that subjective measan@she ‘essential basic measurement’
for presence, because presence itself is a subjective ptearam. We shall, however, consider both
subjective and objective measures of presence. In the eetibs we shall consider subjective measures
of presence (and in particular, questionnaires, which baes the main subjective device for measuring

presence.)

Subjective Presence Measures

In this and the following subsection we shall be considesulgjective and objective measures respec-
tively. One of the popular subjective techniques for meiagupresence is to administer a questionnaire,
though much work is being (and has been) done to obviate the foe them in favour of more objec-
tive methods. Several questionnaires have been devisadasuslater et all (1994); Witmer and Singer
(1998); Lessiter et all (2001); Schubert et al. (2001); Hixrahd Barfield (1996); Welch et al. (1996),
but no particular one is prominent above all others. Thissappto be partly because presence is diffi-
cult to define in a generic (inclusive) manner, and thus rasiaiultifaceted. But in addition, researchers

themselves differ in their backgrounds, preferred mettagles, and in their objectives.

22previouslyl Mania and Chalmers tested a real environmestsea virtual one. However, the HMD used in this experiment

(Mania_and Chalmeri, 2001) did not appear to be head-traeketthus provided little immersion.
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As an example of how presence questionnaires differ, weaalndt those of Witmer and Singer
(1998) and_Slater et Al (1994). By studying them it is appltieat. Slater et al. tend to ask subjects
about their levels of presence using a number of (mostl@atliquestions, for instance, asking whether
the subject had a ‘sense of being there’ in the IVE. Witmer Simgier however take the approach of ask-
ing questions regarding other factors, ones that they Imgsie contribute to or effect presence. Each of
the items of their questionnaire Witmer and Sihger relaterte of the following four factor categories:
User control, Sensory extents, Distractions, and RealBynstating that presence is dependent upon
attention and involvement, they explain “We expect that @ariactors may affect immersion but not
involvement, while Realism Factors should affect invohegrinbut not immersion. We believe Sensory
Factors and Distraction Factors should affect both immarsind involvement.” [ (Witmer and Singer,
1998) As they admit themselves, this indirect approach tasumeng presence is built upon the as-
sumption that their questions relate to presence detentsinand that these relationships have not yet
been established empirically (apriori). In order to previsbme credibility for their questionnaire then,
Witmer and Singern (1998) carry out an analysis on questioankata taken from several experiments.
The analysis is intended to both select questionnaire itamdsvalidate them as presence correlates in
one ste;é. They then proceed to show that the factors gel together-ae®yminants, by correlating
each questionnaire item with the total. However, this métthagy has been criticised because, in gen-
eral, the sum of a series of observations is expected tolatenwith the observations themselves (Slater,
1999).

While the more direct approach of asking subjects abouepiEsavoids assuming presence deter-
minants, it has problems too. Perhaps the most obvioustibétause presence is difficult to define, its
meaning is difficult to communicate to experimental sule&ubjects may therefore respond accord-
ing to their own concept of presence, and this could be dpntinerelated to what was intended to be
measured (Slaler, 2004; Freeman el al., 1999).

In fact, the use of questionnaires for research purposggie means trivial and there are numerous
potential pitfalls to be avoided and careful consideratiombe made. For instance, language must be
clear and should be concise, as the questions are othergiséKely to provoke a considered response;
questions can be logically grouped or (conversely) theilligion of related questions can be increased
or randomised to obtain more independence in their resge@sponses; the ordering of the questions
can affect the answers given (Bradburn etlal., 2004). Ofsmtirere are many such considerations, and
because much research has been done to investigate tlersegrth standard texts available detailing the
scientific approach for the design of research questioasdBradburn et al., 2004; Munn and Drever,
2004).

When researching a novel field wherein a particular respeasable can only be measured indi-
rectly, questionnaires may in some cases be developedaisiagjstical technique called factor analysis.
Factor analysis can be used to analyse common-but-unsakffitors underlying a battery of related

guestions. This is achieved by computing the covariancee$tipn-responses to determine a (new) set

23Generally these two steps should be separated and indepiefuténstance by first selecting the items as they have cam

then using a cross-validation method to show that the ieguibeasure generalises.
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of orthogonal variables that have ‘loadings’ onto each ioesThe loadings, which reflect the relation-
ship between generated factors and the original questtanghen be used to investigate the relationship
between the questions themselves. An excellent in-demtlaeation of factor analysis can be found in
Chatfield and Collins| (1980). In the following paragraphs, mention several research investigations

that have used factor analysis to grapple with the difficHtneasure concept of presence.

Lessiter et 21.1(2001) developed a generic questionnaiméasuring presence across media types.
The rationale behind their objective (to create a crossiangdestionnaire) was that previous research
had demonstrated that reported presence could not onlyibesxperiences within IVEs, but also that
it had discriminated, for instance, between mono and s$emgac presentations using 20 inch, colour
CRT monitorsi(Freeman etlal., 2000) — which is not an espgdiaimersive technology, if it can be
called immersive at all. The Lessiter el al. (2001) quesiire leveraged the work and hypotheses of
many others, including those lof Witmer and Singer (1998)@iader et al.|(1994) mentioned, in order
to generate a preliminary set of questions. After its cogata factor analysis was carried out on data
arising from the questionnaire, and this resulted in a cdiingefactor structure. Also, the analysis
was validated using cross-validation, and the resultirgstjiannaire was shown to be internally reliable.
The four major factors as identified by Lessiter, Davidofgdgh, & Freeman were ‘Sense of Physical
Space’ (sense of being in the virtual environment, ‘Engagair(involvement with the content), ‘Eco-
logical Validity’ (believability, and realness), and ‘Naiiye Effects’ (mostly physiological reactions, for
instance, nausea or eye strain). Some may argue that peasenphenomenon that requires immersion,
where immersion is defined as having an element of threerdiioeal spatial interaction. Although
this constraint is not upheld by the research just descyitveel can argue that there are elements of the
displays that did visually appear as in the real world. Fstance, the very basic cues consisting of
colour, edges, textures and so on. This debate though, emstim outside the scope of this thesis, but
one hopes that presence researchers will address thisdih idethe near future. The questionnaire is

available for free use for non-commercial researchi(sesitezt al.| 2001 for details).

Schubert et al.| (2001) developed a presence questionmuaiee Similar way, again leveraging
work from various sources that include the commonly foundksf|Witmer and Singer (1998) and
Slater et al. [(1994). After conducting an exploratory facioalysis on data captured using an ex-
tended version of their resultant questionnaire, they doeight major factors, explaining 50% of the
total response variance. The first of these factors (havlieggreatest eigenvalue from the analysis)
explained over 20% of the variance and was termed ‘Spateddpice’ based upon the questionnaire
items that loaded greatly upon the factor. The item thatédachost on the factor was the question
from thelSlater et all (1984) questionnaire, ‘In the virteavironment, | had a sense of being there...".
Of the remaining factors and the items that most loaded upemt attribution was given (mostly) to
Witmer and Singén (1998) work. A second level factor analgsiggested a set of three factors relating
specifically to presence: ‘Spatial Presence’, ‘Involvethemd ‘Realness’. Remaining factors (i.e. not
belonging to the presence category) were categorised timelbeadings ‘Immersion’ and ‘Interaction’.

Schubert, Friedman & Regenbrecht also include details etarsd study, the data of which is used to



2.4. Presence 50

perform a confirmatory factor analysis, though this was taster presence factors only. The results
of this supported the first analysis, particularly ‘SpaRaésence’ and ‘Involvement’, which were very
stable. The authors themselves point out that their coinrlasre supported by the worklof Slater et al.
(1994)(SUS)| Witmer and Singelr (1998), end Lessiter|ei24l01) (the analysis in the latter research
resulted in similar conclusions.) The questionnaire is fiar use, and is provided in several languages
. It contains 14 questions, but if presence and not intaradsi being measured, then the original SUS

questionnaire may be more efficacious, having just three@questions.

Several problems with presence questionnaires have béegout by researchers. As mentioned
above, the questionnaires are prone to become fairly loactoFanalyses can help with this by reducing
the number of items that appear, and thus preventing pefsamsbecoming weary and inattentive. A
benefit of the SUS questionnaire is its brevity. Despite éts ftems it achieves its purpose well, as

others’ analyses have shown (see above).

Another concern regarding questionnaires is that of meniis/known that simply by questioning
an individual, one can induce or implicate thoughts, ideas] apparently even memories. Work by
Loftus (2003) has been carried out to show that this is the,casd that memories are often distorted

when being reported.

The communication of questionnaire items to respondemtp@tential problem so that researchers
must take pains to provide unambiguous and comprehensibiiqns. Given that no precise presence
definition has been agreed amongst the research commuimityst be that respondents interpret ques-
tionnaire items differently. A critical assessment of thitsiation has been published by Slater (2004),
wherein he demonstrates that a questionnaire regardinghérasy fictional construct can produce re-
liable data. His conclusion then, is that the use of presquestionnaires might best be regarded as a
means to generate hypotheses, rather than conclusionpalpea subtitled ‘Why Questionnaires cannot
Assess Presence in Virtual Environments’, Slater (200 sga rationale for his more recent position
regarding (his opposition to) the use of questionnairepfesence. He asserts that one difficulty in

asking subjects about presence is that respondents haxpadence in making such judgements.

In order to test the effectiveness of presence questiogsidifsoh et al! (2000) administered both
thelSlater et all (1994)(SUS) and Witmer and Singer (1998%tipnnaires to one group of subjects who
viewed a real-world environment, and to another group tiew&d an IVE rendition of the same en-
vironment. The hypothesis was that in order to be effectueh questionnaires ought to be able to
discriminate between the two conditions, with presencpaeses being higher when viewing a real en-
vironment. Both questionnaires failed to do this, althotlghSUS showed an elevated response for the

real environment for two (out of six) of the questidtis

One explanation for this was that individuals may reintetgine questionnaires differently depend-

ing upon the real and virtual contexts, so that the presenestipn regarding ‘being there’ is understood

24http://www.igroup.com/pgfipg/
25In later studies, further questions are added to the SUSiqoeaire. Far.example, ske Usoh et al. (2000).
26 The results of Slater etlal. were also confirmed by a sepatadg byl Mania et d1.1(2003).
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to regard a sense of involvement, as it may appear illogicabk whether they felt present there when

they were indeed in that space.

The conclusion of Usoh et al was that the use of questiormar&loubtful for the comparison of
experiences across environments, such as immersive vixugoared to real, or desktop compared to

immersive virtual” (Usoh et all., 2000).

In contrast to this conclusion, Slater later provides aeratitive explanation for this discrepancy
Slater (2002), that the cues presented by the IVE may haveddficient to provide an experience that

was just as real (in terms of presence) as the actual, physméronment.

There have also been two distinct problematic issues raiegdrding the methods used in analysing
questionnaire data in presence research, although thidsisers are not limited to the presence per se.
The first regards the use of Likert scales, which have beahwigkely.|Gardner and Martin (2007) point
out that Likert data cannot be interpreted as being on amootis scale, and is ‘lumpy’ (to use their
term), and too coarse for techniques such as regressionnatygbses of variance. They also state their
concern over the averaging of Likert data across questtonsroduce a single, overall score. Again,
this is because the data does not lay on a continuous scalen dact it may not even be possible to
align ordinal scales to create such aggregate scores @later and Garau (2007) explain the rationale
behind some of techniques used in processing Likert dathinaparticular refer to a method long used
by Slater, namely, the use of logistic regression. By caounthigh’ responses to Likert data, Slater
produces a binary measure to each Likert question, and #resastead used for a logistic regression.
Although this method loses some of the information it is asssmative approach to handling such data,
and generating inferences, especially if results are umsgkploratory rather than confirmatory research

as.Slater(2004) suggests.

The second criticism is regarding the use of exploratoryofaanalysis.| Waller and Bachmann
(2006) explain the history and uses of this technique, amahgio suggest that confirmatory factor anal-
yses would be better used in furthering presence researc¢heir opinion, too much exploratory work
has been published, and not enough confirmatory results.awéedescribed the development of two of
the main questionnaires in which exploratory factor arialias been employed, Schubert etlal. (2001),
and Lessiter et all. (2001). The former in fact used both exgpboy and confirmatory analyses. However,
it seems that Waller and Bachmann are suggesting that a eadeeomparison (across research groups’
work) of presence factors is performed to come to an ultiratelusion, ideally leading to an optimal

presence questionnaire given current knowledge.

Of course, questionnaires are not the only method of elgitiubjective presence responses from
subjects. Several alternative methods, have been devised. instance| lJsselsteijn el al. (1998);
Freeman et &l (1999) had experimental subjects use a jghgéiter to indicate a presence response
throughout their experience. This allowed the provisiom @ontinuous value for their sense of pres-
ence that could be sampled throughout the trial. Anothehatets magnitude estimation. This is a
psychophysical technique explained.by IJsselsteijin|€2AD0) in which subjects respond to stimuli by

suggesting a numeric value (such as between 1 and 100) fretsethe ‘strength’ of the characteris-
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tic under investigatiorl (Freeman et al., 2000). lJsséfsétial. (2000) also describe a technique termed
Cross-Modality Matching, whereby multiple stimuli are peated, and subjects may manipulate some
parameter(s) in order to equalise the strength of some phemon across the stimuli.

A particular problem with within-group subjective meassiiethat they sometimes request a judge-
ment between stimuli. Doing this can often introduce bias their reports, as they then feel obligated
to distinguish between them. Such a situation could easdlgl to a subject interpreting or reinterpreting
a question accordingly, as has been suggested (Slatel,2@@4nan et al., 1999). Freeman etlal. (1999)
showed that subjects bias their reports dependent upongx@rience, for instance prior experimental
conditions, although the potential for such effects is walbwn (Mohsih) 1984). Thus it seems that
when subjective measures are used, they are best used wativadm-groups experimental design, or
when the subjective response can be made immediately ahduviambiguity, or reflexively (that is,
without consideration, such as when relying upon an autémogsponse). However, we shall consider
the latter to be anbjectivemeasure.

Techniques that support the implementation of subjectieasures include the dual task, where
an observer is presented with cues from the real and virtoalds in an ambiguous manner. Their
judgements are then used as an indicator of their sense s#rre. An example of this may be seen in
Slater et al.l(1995), where a real and virtual radio are pleybut in two different positions. When the
real radio is momentarily switched on (producing a “mealgag tone”), the experimental subjects are
asked to point at ‘the’ radio’s position, and the angle, leetwthemselves and the real radio and them
and the direction in which they pointin, is then used to cartita measure. This measure was found to
correlate (significantly) with subjective presence scarding to their presence questionnaire.

Schloerb’s|(1995) idea of using a virtual Turing Test présensubject with either a real or virtual
environment (randomly chosen), and defines a measure cémress the probability that the subject
will decide that they are physically present in a displayrdirenment (the alternative being that they
decide they are using an IVE.) By displaying the real envirent that has somehow been degraded
should allow the possibility that the two conditions areigogrnible. Indeed, the level to which the two
conditions must be degraded is potentially an indicatohefability of an IVE to mimic a real-world
environment. Alsol_Slater and Steed (2000) has had subjeditsate when their sense of presence is
‘broken’, to record these events in time — events known asaRs-in-Presence’ (or BIPS). Estimates
of the ability of an IVE to induce a sense of presence are tbempated, according to a Markov model
built upon this data.

Questionnaires, however, remain the most popularly usgthique for measuring a presence re-
sponse. The greatest weakness of all such techniques, lsvief subjectivity involved. In the next

section we shall consider more objective measures.

Objective Presence Measures

Given the disadvantages of subjective presence meassréssaissed in the previous section, many
look toward objective measures to avoid them. Objectivesuess are generally well-defined, and sub-

sequently there may be less ambiguity in the communicafioesgarchers and when inter-relating their
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work. That objective measures are well-defined could alddha repeatability of experiments, as they
may be less reliant on the opinions of subjects.

If an individual attains a sense of presence in an IVE, thershauld expect them to behave as
though the virtual environment were real. This idea has segyested by numerous authors includ-
ing ISheridan|(1992); Held and Durlach _(1992); Slater andiUd®935); Harldl (1994); Ellis (1996);
Freeman et all (2000); Meehan et al. (2002); Sanchez-ViveShter|(2005). This should not only be
true of outward behaviour (such as gesturing), but alschefifiormally hidden) physiological behaviour,

both of which we shall consider next.

Behavioural Responses

The identification of natural, behavioural responses asditator of presence was suggested early
on by both_.Sheridan (1992) and Held and Dutlach (1992). 8air(1992) put forward ideas such
as measuring presence by responses to (virtual) threatstimuli, or by eliciting socially conditioned
responses from subjects when experiencing anllVE. Held amth&h (1992) similarly suggested the use
of both psychological and physiological devices, such astatle’ response when an object suddenly
IoomsB. Although a human judge could record when such behaviounsrpit is more reliable and less
susceptible to bias to use a strict methodology through $skeeofisome technology, such as the tracking
device used by Freeman ei al. (2000). Slater has pointedhaustibjective reports can omit data that a
behavioural measure could pick up, giving an example of &igimeer who stepped back on perceiving
an precipice in front of him, but who upon questioning “sdidtthe felt nothing when seeing the pit”
(Slater) 2002). Thus a behavioural measure can pick up anteteat are subconscious... or perhaps
also, events too embarrassing for an individual to report.

An example of behavioural presence is found in the experiroEfRreeman et al! (2000), where
the reported sense of presence (estimated by magnitudeatistn) was found to correlate with the
behaviour of the subjects when viewing a visual stimulushj&ets were shown either a still image of a
rally track, or a video from within a rally car as it travelladound a track. The stimuli were presented
in different but counterbalanced order, with subjectsngtheir sense of presence after experiencing
each condition. As well as providing a presence rating, estibj positions were tracked throughout
the experiment using a 6-DOF Fastrak (‘Flock of Birds’) syst The tracking device showed that as
the rally car travelled around the track, subjects would enio¢o the ‘corners’ as they passed by. As
expected, this was not found to occur when subjects viewedttthimage, and so in this condition less
movement occurred. Not only was presence deemed to be strathgn viewing the video (from within
the car), but the reported level of presence was greater thieestimulus was displayed stereoscopically

as opposed to monoscopically.

Physiology
Perhaps one of the most objective methods for measuringmeescould be to utilise some kind of

physiological measuring device (or devices.) Physiolalgiesponses are well documented, and often

27 (The looming effect occurs when a subject ducks to avoid gecolravelling toward them at the level of their upper body o
head.)
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easier to measure than behavioural gestures. Unfortyngksisiological data is often confounded with
phenomenon that is unrelated to the response under ingtgtigfor instance the physical movement of

subjects can create transients in such data.

(i) Electrodermal Activity (EDA)

Electrodermal Activity measures have been investigatéol teir potential use as a (surrogate) presence
indicator [Dillon et al.| 2000; Wiederhold etial., 2001; Nee, 2001; Meehan etlal., 2002; Slater &t al.,
2003;|Brogni et al,_2003). EDA may be measured either dgti{l®y applying a small electrical cur-
rent) or passively (without external current). In activetsyns it is a Skin Conductance Response (SCR)
or Skin Resistance Response (SRR) that is used to deterntiee an event occurs, with respect to
the underlying tonic level: either the Skin Conductancedlé®CL), or Skin Resistance Level (SRL)
respectively. An EDA device can indicate stress in a sul{ieehz and Epstein, 1967; Dawson €t al.,
1990; Andreassi, 2000) and is useful for detecting shonsiemt responses as well as arousal occurring
over greater spans of time. Responses to a particular evstinalus is termed an ‘Event-Related’ re-
sponse, whereas those that occur without being attribeitald specific event are termed ‘Non-Specific’
responses (Dawson ef al., 1990). Thus, if a subject is placat anxiety provoking situation, one
might expect an event-related response as they perceigttiation, followed by further non-specific
responses if they continue to feel anxious. In order to iedsuwch arousal some stimulus is required
and that will usually require the introduction of an anxiptgvoking or novel stimulus. This constraint
severely limits the practical use of EDA responses as poeseadicators (e.g. to situations in which anx-
iety is induced, or some unexpected item is presented.) ditiad, the movement of a subject and the
ambient temperature (for instance, inducing sweatingckvbould increase the conductivity of the skin)
can confound EDA measurements, and so care must be takemitois@ such factors. A further con-
cern when measuring EDA is that individuals are charaadrés being either electrodermally labile or
stabile. Labiles have a tendency to exhibit a greater numt@sn-specific skin conductance responses,
relative to stabiles or delayed reaction to event-relatedsnductance responses (Dawson et al.,11990).

This factor must therefore be taken into account when déasigan experiment.

Two EDA (skin conductance) analysis methodologies areestigvithin presence research: one
considers the overall SCL (such las Meehan 2001, and the isthesed on individual event-related
SCRs (momentary events) (used, for examplé, in_Slater 208I3.) An (hypothetical) example of an
SCR is shown in Figude33.3. (The figure is adapted from Dawsal |2007.) After an evoking stimulus
is presented, there is a delay of about 1-3 seconds untilkihecenductance increases. The increase
then lasts for around 1-3 seconds, after which the skin ottadee begins to decreases. The original
skin conductance level will not be reached for some timeghoas the rate of decrease has in an almost
logarithmic character, becoming slower with time. The dtode of the SCR is stated to be about 0.1-
1.0 microSiemens. Given these few rough values, it is nodiffizult to filter skin conductance data
and subsequently (automatically) identify SCR events. dbeng upon the research being carried out,
either the overall SCL or SCRs will be analysed, and Dawsat ¢1.990) do not favour one method

over the other. If one is to only consider the overall skindwetance level (SCL) one should take care
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that it is not affected by factors such as temperature, vidyeaiessubject in a very warm environment may
begin to perspire, increasing the skin conductivity as tpregresses. When one uses an event-related
skin conductance response this is likely to be less of a pmphs a slow increase in SCL is unlikely to
be identified as an SCR. However, movements of the hand orteatran EDA device is connected to can
introduce acute (high-frequency) artefacts, and theskl@ppear as events to software that is designed
to automatically detect SCRs. Therefore, skin conductdata should be filtered appropriately: when
working with the SCL, a high-frequency (i.e. low-pass) fisbould be employed, and when using SCRs

a band-pass filter should be used (or at least a low-pas$.filter

(ii) Heart Rate
Heart rate (HR) is normally measured using an Electrocgrdim (ECG/EKG). The change in heart

rate may be calculated to find how heart rate is affected daupto some experimentally controlled
variable. As heart rate will differ between individualsetthangein heart rate may be computed to
somewhat obviate this variability.

Although heart rate may be affected by many phenomena (Asdie2000) it has been employed
to measure anxiety where an increase (in heart rate) hassypented to occur. This is exemplified by
Meehan'’s experiments (Meehan, 2001; Meehanlet al.) 20@®)iich subjects were placed in precarious
situations that could induce vertigo. In the experimenisleghan’s thesis, heart rate was found to be a
more powerful indicator of anxiety than EDA (Meehhn, 200H4¢art rate has thus been used in presence
research to find an increase in beats-per-minute over a $pganeo Numerous other measures of heart
rate variability (HRV) have also been investigated in tlistion (that ideforeversusafter some event
within an IVE) — see Guger et al. (2004). However, the heamtsr-beat interval appears to be useful
for identifying instantaneous events. This has been detraied by Guger et all (2004) who showed

that HR decreased when experimental subjects experiersgtban break in presence.

(i) Electrodermal Activity and Heart Rate measures in B/E

In order to investigate the use of physiological measurgbéncontext of immersive virtual environ-
ments, experiments have been conducted by Meehan let al. aki€200l1) used a virtual environment
consisting of a training room, and a room containing a degfdginvestigate how physiology may be
affected by the virtual stimuli. A stereoscopic HMD was #ead to produce an immersive virtual en-
vironment, and a physiological device recorded skin cotahae, heart rate and skin temperature. In
their experiment, subjects learned how to pick up virtuaksoand move them about within the virtual
training room. They were then instructed to take a book inéosecond room (the ‘pit room’) and place
it on a chair. The chair was positioned at the far end of thew,cand could only be reached by nav-
igating a ledge around the room to avoid the pit, or by diyeethlking over the pit. The pit could be
walked across without any consequence, seeming as thowghdtcovered by glass. Meehan found that
both skin conductance and heart rate increased significastsubjects entered the ‘pit room’, demon-
strating that physiology may be affected by virtual (imne¥experiences. Skin temperature did not
change significantly. The SUS presence questionriaireef3#aal.| 1994) was administered to subjects,

and it was found that reported presence correlated withiploggcal responses, although in this case
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the correlation was found to be stronger and more consistigéhtthe heart rate measure than the skin
conductance measure.

That physiology may be affected by an immersive virtual Emvinent experience is also confirmed
by the results published in Wiederhald et Al. (2001). Sksistance and heart rate were measured while
individuals experienced a six-minute virtual aeroplanghli The IVE was displayed using a tracked
HMD, and the system also provided vibratory and audio feekib®resence and realism were subjec-
tively reported using magnitude estimation scales (thaged from 0 to 100, the actual questions are
not described). It was found that reported presence andtezhbrealism were significantly correlated
(negatively) with skin resistance and heart rate, so thesitgr reported realism and presence were related
to greater arousal. Although heart rate was not expectedgatively correlate with increased presence
(and realism), Wiederhold et al. cite evidence that the seonelation between heart rate and anxiety

has previously been demonstrated.

(iv) Eye Movements

Measurement of eye movements, and in particular, fixatifmveations) and saccades (an eye movement
taking the eye from one fixation to another) have been corsidfer providing correlates of presence,
as they ought to reflect visual attention to elements of theal environment, and possibly even char-
acterise the overall perception of a virtual environment.

According tol Stailkl(1995) immersive virtual environmeras de described as the perception of
the virtual world as though real, and we utilise this viewhiitthis thesis heavily. To illustrate the rela-
tionship between eye movements and visual perception, wdook at the work of Yarbuis (1967), who
made numerous studies of subjects’ saccades and foveatonsding them to produce eye scanpaths.
He found that the scanpath was somewhat predictable, byisgdine repeated return of the eye to var-
ious salient points of presented images. This was furthesstigated by Ellis and Stark (1978, 1979)
whereupon it was found that fixations on ‘regions of intér@¥Dls) and the saccades between them are
affected by theperceptionof the stimulus.

As regards eye movements gmesencelaarni et al. [(2003), has suggested the simultaneous use
of eye-tracking and heart rate measures to determine witergian is directed and the extent of that
attention respectively. More concretely, Renaud el al0§20ecorded eye movements when using an
IVE to investigate whether the self-similarity of eye gazewements would correlate with subjectively
reported presence. He had previously found that the retgpafieye gaze can produce self-similar data
(Renaud et all, 2003). Renaud et al. argues that the sensesefiee is likely to be mediated by oculo-
motor behaviour, because such behaviours are related.ial yisrception (see above.) His main measure
comprised the determination of the angle between two vecthe vector from the subject’s eye to the
point where the subject’s gaze fell, and the vector from thigext’'s eye to a fixed reference point in
the scene (which was set directly ahead of the subject8reggvosition). The virtual environment that
was presented consisted of a room containing numerous @éfamiture, and subjects were instructed
to search for differences between the environment and aqusy presented environment (the details

of which are not provided.) Subjective presence was medsusiag Witmer and Singer (1998) ques-
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tionnaire. The main result of the experiment was that regbpresence was negatively correlated with
the measure of self-similarity. However, the angle that e@®sputed did not (in itself) correlate with
reported presence, but only its self-similarity. Renautcheded that the complexity of eye-movements,
from the perspective of fractal dynamics, is likely relatedhe level of presence so that as subjects en-
gaged with the environment their eye-movements were mdfieudi to explain using the self-similarity
measure. It could also be argued that when there is low ptessnbjects produce repetitive behaviours
that are characterised by increased self-similarity, avtiiey tend to ignore the IVE presentation.

Apart from such publications there is a distinct lack of prese research that leverages eye-tracking,
although this avenue has been suggested several timesefBarfid Weghotsi, 1993; Danforth ef al.,
2000; Laarni et all, 2003).

2.5 Vision

“The eye is the window of the soul... The eye is the window @&f luman body through which it feels
its way and enjoys the beauty of the world.” (Da Vinci, 1452t 9)

Although these words were penned many years ago, we stiteajgpe their meaning. The eye
is not just a passive device, but interacts with the envireminthrough both autonomous and volitional
mechanisms. In many ways the eye may be viewed as being partisfial feedback loop, and part of
this loop can be observed externally as the eyes (and theipapents) move. Whilst it is not known
when the eye was first thought to give away information abtoeitbserver, there is now a large body of
scientific work given to this subject that subsumes manydiefdesearch.

Our interest is of course in the sense of presence expedeviuiést viewing an Immersive Virtual
Environment. Given this perspective, we could reason thaatitaring the eye might allow inferences to
be made, regarding when presence is induced. But can the@yidg@this information? This question
is fundamental to this work.

Consider how the information arriving at ones senses coeshipoth immediately and over time)
to provide a ‘complete-picture’ of your environment in eyeiay reality. This continuous ‘picture’ is
what most people have lived with since birth. It has been usdalild their perception of what it is
to be present in the normal, every day, real world. The caiscapd presence and perception appear
to be inextricable, in that presence is the assumption ofricpkar perception over another. Before

considering perception however, we shall first look at theéaulying visual system.

2.5.1 Anatomy of the Eye

To understand how we use our eyes, it is helpful to have basiwledge of its components and opera-
tion. FigurdZ1L shows how light enters the eye (for instaatmng the visual axis) through the cornea (a
film across the front of the eye), aqueous humour (a clearrwhtgiid), and the lens situated behind it.
It then passes through the vitreous, which is the liquichfillihe main chamber of the eye. At the back
of the eye is the retina, the central part of which is namedheula, and the most central part of the
macula is the fovea. The fovea is the area at which we haveesiavision. When looking directly at

an object, the light from it is projected onto the fovea. Altigh light is admitted through the pupil it is
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Figure 2.1: Simplified Anatomy of the Eye. (Constructed bydluthor, from details in Bron etll., 1997;

Youngsoh| 1994.)

attenuated by the iris, which controls the level of lightifeg on the retina. The lens of the eye changes
its shape to focus the light as is passes through towardstimar The outer (white of) the eye is the
called the sclera.

Light falling upon the retina is converted into electro-gtieal signals through photoreceptors.
There are two types of photoreceptors; rods, which are atdtio; and cones, which are sensitive to
specific (bands of) wavelengths of light. The rods, of whivéré are on average 92 million, are more
sensitive to light than the cones (average of 4.6 milliony] are predominantly found outside the central
fovea (Bron et gll, 1997). Measures of acuity and colourgygiion vary dependent upon light intensity,
wavelength and the area of the retina upon which stimub f@user and Imbeit, 1987).

The entire eye is rotated by six muscles, enabling it to moie great flexibility. These muscles
are the Medial Rectus (inner), Lateral Rectus (outer), BapRectus (upper), Inferior Rectus (lower),
Superior Oblique (upper, running obliquely), and Infe@lique (lower, running obliquely.) See Figure
3.

Together, the two eyes provide stereoscopic vision, atigwdepth to be perceived. To achieve this
there must be binocular overlap, meaning that both eyesimeisle to view the same area of space, and
this is true for an approximately +/-50 degree solid angteatly ahead of a person (Bron et al., 1997).
Outside this area (to the left of it, and to the right of it) wass/B only monocular vision.

Each of these components function together to provide sgitdormation to the brain, to the areas

that process the visual signals.

2.5.2 Vision

When the light reaches the retina, it is converted by thegrieceptors into electro-chemical signals, and
these are routed to the rear of the brain. Although the beamot composed of modular parts, general

areas have beenidentified as being sensitive to partigydas of stimulil(Atkinson and Braddick, 2003).
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Superior Oblique
Superior Rectus

Lateral Rectus

Medial Rectus
Inferior Oblique

Inferior Rectus

Figure 2.2: Ocular Muscles. Drawn by the author, with refeeeta Bron et all, 1997.

The main visual part of the brain, the primary visual corfég)is situated at the rear and it is here that
the signals from the retina are first processed at a low-lémeV1 some simple aspects of the stimulus
are discriminated such as edges, lines, and colours (UJld@865). Along the route to V1, it has been
noted that there are more connections in the direction ofyles, than toward the brain (Gregary, 1998).
He notes that this interesting fact could be indicative @f éxtent to which what we see is influenced
by the brain. Moving on from the V1 area, two major paths haserbdiscovered, termed the ventral
and dorsal streams. These have been identified as having ‘avith‘'where’ aspects of that which is

seen|(Atkinson and Braddick, 2003). Atkinson and Braddtekesthe ventral stream is concerned with
“aspects of objects, such as form, colour and face recagpiitiThe dorsal stream on the other hand, is
“intimately linked to the eye movements of selective aftamit which as we shall see are central to this
thesis. We shall be focussing more on where we look rathenheat we are looking at in particular, so

with this emphasis, we consider eye related movements next.

2.5.3 Eye Movements and Control

The eye as described has numerous parts that must be cettrdls discussed previously (Section
23) attention and interaction are important parts of thE Bxperience, without which there is little (if
any) presence. Both attention and interaction should besanable to some degree, using eye and head
tracking systems. For any kind of investigation a measuregsiired, and so we shall first consider
types of measurable phenomenon and some of the chardcsdtisit they indicate. We can immediately
identify several major types of eye movement, of which wdlstescribe a subset. This subset, shown

below in bold, represents the phenomena most relevantddhbsis:
e Pupil Dilation
e Accommodation
e \ergence

e Blinking
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Saccades

Microsaccades

Foveations

Smooth Pursuit

Opto-kinetic Response

Vestibular-Ocular Reflex

Vergence

When fixating a point in three-dimensional space (or, ‘3egfjaeach eye rotates so that the optical axis
is aligned with the target point. The ability of the eyes tovmtogether in order to locate such a point is
termed vergence. Vergence of the eyes is disconjugate ileeeyes move in the opposite direction and
conjugate otherwise.

If the line of sight for both eyes is known, we may use our ustigrding of vergence to determine
the approximate location of fixation (in the 3-space.) It @sgible that the place of fixation may be
estimated from the line-of-sight of just one eye, as it alaiik(in an enclosed environment) intersect a
fixated object. But the use of vergence overcomes problentsasiwhen there is a partially transparent
object in the line-of-sight, and it may then not be known isithis object, or a more distant object that
is being fixated. Additionally, if a subject is ‘staring inspace’, be it either looking toward infinity or
any other place apart from the intersection of the lineightswith an object, then we would likely not

know about it without exploiting vergence.

Fixations

Fixations (or Foveations) occur when the eyes focus upontapkar point of interest. This allows the
region of interest to be projected onto the fovea. Fixatitypécally last between 150ms and 600ms
(Duchowskif 2003).

Fixations and attention clearly are related. But fixatioasdt necessarily imply that attention is
given to some stimulus, simply because they fall upon it. @os€l problem for making inferences from
fixations is that even when attention is directed to a stimbking fixated, the percept is not known. That
is, we do not know what is being perceived. Both problems neagduressed to a degree by composing

fixations and saccades to form eye scanpaths.

Saccades

Saccades are movements from one point of fixation to andfhely may be characterised and measured
by their direction, speed, duration, latency and accurBlegse movements are planned (having a latency
of around 150miss Carpenter, 1977), and ballistic. Hence fritial conditions, measured at the onset of
a saccade, their final destination can be determined. Sesead extremely fast, potentially moving at
speeds of over 700 degrees/secand (Carpenter, 1977), ent/fhically last between 10ms and 100ms

(Duchowskiy 2003). Saccades may under or over-shoot, witiookes subsequent smaller corrective
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saccades. Whilst a saccade is executed, vision is prdgtioat (Eindlay and Gilchrist, 2003), a phe-
nomenon termed ‘saccadic suppression’, implying that mbtte time we see a number of ‘exposures’

between saccades, rather than a continuous flow of visu@ahattion.

Microsaccades

Microsaccades are small eye movements that occur even Wa@y¢ appears to be in a stable position.
These movements are independent of the drift and tremoakb@mbccur when ‘stable’, and are generally
smaller in rotation than 1 degree (Engbert and Kliegl, 2004icrosaccades are important to retain the
image on retina. This was demonstrated by Yarous (1967) alstable image was presented to the eye
of an experimental participant by means of a rubber suctirice that attached to the eyeball. This
ensured that the image was perfectly still relative to thebeyl and thus retina. Yarbus found that after
just 1-3 seconds the image disappeared, and did not reapgpeartime. This appears to be due to a
habituation effect of the retinal receptors. Despite suatlifigs, research into microsaccades is still in
its infancy, and they could provide information regardihg tognitive state of a subject pertaining to
perception. For instance, it is thought that micro-sacsamevide signals that correlate with attention
shifts {Hafed and Clark, 2002). To measure microsaccadgsfeisolution eye movement recordings

must be made, which requires specialist eye tracking ecgripfor this purpose.

Vestibular Ocular Reflex (VOR)

This reflex occurs as the head moves (turns) and the eyesittira opposite direction to compensate. A
situation in which this reflex is found occurs when examirangtatic object by moving around it. This
appears to be a form of smooth pursuit, in that the eyes movdyshndsmoothly tracking a position

in space.

2.5.4 High-Level Vision

Having considered the more fundamental parts and workifhtfeaeye, we progress to consider a great
body of work regarding vision that is set in a more abstraplede. Much of this work comes under
the heading of ‘High Level Vision’. The main reason for thigalding is that the brain is a complex
interconnection of neurons, so it is not possible to produo®dular functional map of its workings to
help comprehend its mechanisms. Therefore much of thendseacurring is abstracted and relies upon
making inferences, theories, and models in a more genersedrefore testing their specifics empirically.
This black-box approach means that for the various thedtigshave been put forward, there is often
both evidence and counter-evidence whilst the conceptsfined. Although this is an expected problem
when using such an approach, it could also suggest thatithamnultitude of mechanisms performing
similar tasks simultaneously, either co-operatively,rocompetition, or a mixture of the two. Vision
may be divided into passive vision (emphasising what is fegfte eyes), and active vision (emphasising

how and where the eyes move).

Passive Vision (‘What’)

As we will be mostly concerned with how and where the eyes nilowan environment, we shall only

consider vision from an active perspective in any detailr #he interested, passive vision has been
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theorised over greatly by those such.as Marr (1982) (knowranticular for his Primal Sketch, and the
23-D sketch)| Gibsor (1979) (“The Ecological Approach to \dsBerception”), Ullman (1996) (Visual
Routines), and Biedermahn (1987) (the Geon theory).

Active Vision (‘Where’)

The above theories have a major focus on what is seen, butrtsomed the location (the ‘where’) of

that which is seen is also important. For instance, Gibsanritees perception as affordances for action,
rather than the interpretation of images alone, and thiessarily implies an enviro-spatial aspect of
visual comprehension. He maintains the importance of jposéind situational awareness as part of the

visual experience.

Although it might be naively thought that in an instant we #eeimmediate environment before
us as a whole, in fact we require eye movements to re-orieneyte, so that points of interest are
aligned with our fovea to view details. To think otherwiseulbbe to suggest that we obtain a complete
internal image of our environments. To demonstrate that i§not the case, experiments have been
carried out that show a phenomenon called change blindGrasds, 1996). Change blindness refers
to an undetected change in an image, which has been showwuio when the change is made while
executing a saccade. In an experiment, Grimes showed expaal participants pictures on a computer
screen, while using an eye-tracker to detect when suffigidatge saccades were made. Saccades
had to be of at least a certain size to be sure of detecting {Harsystem used could detect such a
saccade within just 4 msec.) While a saccade was being ed¢he image on the screen would change
slightly, and the participant was subsequently asked vendtiey had seen any change in the image.
To the experimenter’s surprise, very few changes were tigteand this held true even when testing
with large differences in the images. The images used ireclu city skyline (wherein a prominent
building becomes 25% larger), two men (whose hats are egeltinand a scene including 30 puffins
(of which 33% are removed.) From such experiments it has beanluded that little image detail is
retained between saccades. But it was the insight of Von Rielkmthat long before led him to say “We
let our eyes roam continually over the visual field, becahagis the only way we can see as distinctly

as possible all the individual parts of the field in turn.” {fé&oltz,11925), quoted by Duchowski (2003).

There is an important distinction that must be made betwgem®vements and attention. It is
obvious that a person is not necessarily attentive to wheatisvbefore their eyes, for instance rather
than being attentive they may be in some mode of contemplatibis also possible to attend to pe-
ripheral visual areas without moving the eyes, and this tfpeovert attention has been investigated
bylPosner et all (1980). They suggested that attention caledaibed metaphorically as an ‘internal
spotlight’ after finding that it is possible to attend to geraand lesser degrees round about a particular
area of the visual field. But although one cannot be certaiatughattended at any particular point in
time solely from eye movements, it is clear that data frommyp&ements can be indicative of what is
seen, attended and even perceived (as we shall isee). Famtagilchrist (2003) point out that some
passive vision theorists appear to dismiss eye movemesisaly a nuisance factor. Such a perspective

can only limit the understanding of vision as they point dacause the fovea only subtends an approxi-
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mately 2 degree solid angle, and so it must be moved in natuicaimstances to see one’s environment.
Conversely, active vision researchers must bear in mindih#e they deal with the overt, there are the
passive covert processes supporting vision; of coursh,fmsive and active vision must be understood
as working together.

We shall now consider eye movements when initially viewirgcane. When first observing the
image of a scene, eye movements are employed to directiatteatvard the salient regions within it.
We shall consider two methods by which this could be fatéida The first method consists of obtaining
a general but fast perception of the scene’s dist._Oliva amchlba (2006) have demonstrated that at
least in some cases, the gist of a scene can quickly be detsdfiom a low spatial-frequency statistical
analysis that extracts general and global features as foasis. The idea of extracting these underlying
forms has parallels with Biederman’s Geon theory, whereigh $orms provide the basis for the brain’s
modelling of objects. Using this idea as a framework, theyceasfully demonstrated the potential of
the theory by automatically grouping images according atiapsemantic categories. Hence, this type
of analysis could be used to glean information from the fitahge of a scene for subsequently guiding
visual attention. Extending this framework could poteltianodel vision at multiple levels of detail
rather than being only used to derive the overall scene Jibts method could therefore be used to
derive an alternative passive vision theory or contribaténdse discussed above.

However, a more specific theory has already been proposetl bad Koch (2000), that low-level
visual processes could build saliency maps to direct atteridb salient regions of an image, and this
theory appears popular at the moment. As mentioned prdyjahe process of generating saliency
maps would have to be executed quickly, so that eye moverentd subsequently use them to scan
the image for features. Through experimental investigatissual search over images has been used
to provide evidence that low-level features can be ideudtiireparallel (Treisman and Gelade, 1980).
Treisman and Gelade’s Feature Integration Theory (FITppus that an item having certain uniquely
identifiable features may be searched for in parallel aanssiage, but if the search depends on finding
an item having a conjunction of unique features, and the @magudes ‘distractors’ (items with some
but not all of the features being searched for) then a sex&@lch is carried out.

A parallel search, or the possibility of an array of searchcfions, as described by the FIT
would complement a visual attention model such as that Eegby. Itti and Kodh(ltti and Koch, 2000;
Koch and Ullman, 1985). Their model provides a descriptibimav an input image could be processed

to direct attention to areas that could be described asnegi&interest. The process operates as follows:
1. Filtering is performed (for colour, intensity and oriatibn) at different spatial levels.

2. ‘Centre-surround’ differencing is then used (findindeliénces between values at different spatial

levels) to produce feature maps (respectively for each ¢ffiter that occurred in step (1) )

3. The multiple feature maps are then combined into a finadgiocnity map (again, respectively for

each type of filter that occurred in step (1) ).

4. Alinear combination of the three conspicuity maps is usqaroduce the final saliency map.
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5. Finally, a ‘winner takes all’ procedure is used to dirdt¢iation, though this is intentionally biased

by an inhibition-of-return scheme.

Iiti and Koch (2000) tested their model to find whether featsearches and conjunctive-searches
could be carried out using synthetic stimuli similar to theg¢d by Treisman. Accordingito Itti and Koch,
whilst their conjunctive search failed, the plain featuearsh appeared successful, finding features al-
mostimmediately. The model was then tested using ‘compéxral scenes’ as stimuli. The process was
found to provide ‘robust performance’ in finding salientdtions within the images. What their research
demonstrates is the potential for the directing of movemeintattention, including eye-movements,
based solely on low-level information. Itti and Koch's mo(l#i et all,11998) has been further evaluated
bylMarmitt and Duchowsk| (2004). They found that when conegap human scanpaths recorded from
walkthroughs of virtual environments, the Itti and Koch rabgerformed less well than expect@.
Marmitt and Duchowski conjecture that this unexpected pasformance is likely due to the dynamic
nature of the image, in contrast to the static images usettiiand Koch’s own analyses. They also
suggest that this problem may be surmountable if (memorgrefjiously viewed images are taken into
account, and empirically based data is also included toatefie finding that gaze appears to be biased
toward the centre of images. This criticism is thereforelifikto affect others’ similar methods that rely
upon static images, such as those of Privitera and|Starklj20@ Parkhurst and Niebur (2005) (see also
Oliva et al.| 2003; Kootstra etial., 2006; Hwang €etlal., 2009)

Oliva et al. (2003) has criticised this general approach wuthe fact that it tends to be purely
visual-feature based and do not take into account the s@maahtie of the scene and its sub-features.
Thereforel QOliva et al. begin to address this problem by usttfinding localised salient visual features,
but also using spatial-frequency based information takem facross the entire scene to provide context.
This spatial information is compared to training data in #erapt to deduce an appropriate context.
Comparing their method of attention-prediction with hunsaibjects across sets of images, they found
that their approach significantly outperforms a basic sajieapproach in predicting fixation points,

including the approach of Itti et &al. (1998).

When wishing to predict gaze locatians Cater étlal. (2008hgrand Chalmeirs (2005) have taken
the approach of providing set-tasks to constrict the patéigaze itself. Their ultimate intention is to
exploit inattentional blindness (Mack and Rock, 1982) toder only parts of a VE in high-quality.
In both papers, a virtual fly-through is presented to subjdicat are tasked with counting objects
in the scene (either teapots or pencils). When given the (@slopposed to free-viewing), subjects
are less likely to detect a difference between scenes thdticolower-quality rendered regions (or
objects) versus scenes that are rendered entirely in higlitgy Because of this different approach
to gaze prediction, these two experiments seem to largeljatebthe aforementioned concerns of

Marmitt and Duchowski (they both use moving images.) Howgvmust be remembered that the issues

28The comparison was performed using the method found_ intBrviand Stark (20D0), which is based on string-editing mea-
sures (see Sectifn-3.k.3).
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described by Marmitt and Duchowski (2004) concern IVEseathan desktop VEs, and an interactive

and proprioceptively based system with a dynamic fieldiefwcould pose further problems.

Although models for predicting gaze have been somewhatssta, care must be taken as it has
also been reported that predictive methods can weaken iovey &s gaze begins to wander from the

predicted regions to attend “less ‘attractive’ scene negiiqHaber et gli, 2001).

Returning to the model of Itti and Koch, which is the undoudlitehe most widely used model of
visual attention, perhaps the part of their model that istmoasequential with respect to this thesis,
is the ‘inhibition of return’ (IOR). This generally refers & tendency of attention to avoid returning to
locations already visited. The phenomenon is defined by étesmd Cohen (1934) after their finding
that saccadic reaction times were longer when a saccadebsas @ be made to a previously visited
location, than when the location had not been visited befdrey suggested that this longer reaction
time could ensure that the next saccade is less likely toeaat a former location. This tendency
has therefore been proposed as aiding visual search byingdhe occurrence of saccades wasted in
visiting such locations (being dubbed a ‘foraging facititg). IOR is thus a potentially useful function
for visual attention. However, the evidence that IOR féaiés visual search is in fact mixed: whilst
the idea has been championed by Klein, it has also been ircpalifenged by him and othelis (Klzin,
1988;|Klein and Mclnnés, 1999; Hooge et al.,_ 2005). Modgllam experiment on Treisman’s work,
Klein found that the latency in a saccade that returns the¢idxao an immediately prior location was
greater than that when saccading to a new fixation localtideink1988). This result is similar to that of
Posner and Cohen, and the response variable is also retint®r as used by Posner and Cohen. But
in an experiment where participants viewed various pictamed scenes, Hooge ef al. (2005) explicitly
tested for return saccades, that is, saccades that were séthe amplitude but in the opposite direction
of a previous saccade. Their results indicate that returcaskes are not prevented due to IOR. In their
own words, this is because “the number of return fixationgghdr than may be expected on the basis
of chance.” Secondly, while there is evidence that IOR existerms of increased foveation time before
return-saccades are made, they did not find that the numbetwi saccades increased when IOR
was stronger. Therefore one should be cautious regardinggatt ol Itti and Koch’s model which could
be biased toward type | error when tested; an IOR implemientsihat inhibits returning saccades in
a spatial rather than temporal sense could artificially béairttechnique for finding salient regions in

images.

In 11954, Attneave proposed that important features of argénaere (amongst others) contours
such as object edges, and homogenous areas such as saligasleven textures. His ideas are founded
on information theory principles, describing ways that s may be efficiently encoded by the brain,
and his line of reasoning leads to a support of and alignméht@estalt Psychology perspectives on
perception. This proposal was tested to an extent by Madkvemd Morandil(1967) by showing 20
experimental participants two pictures and recordingrtaze using an ‘eye-camera’. The pictures
were divided up into 64 squares. They then had a separat@ gfd20 participants label the squares

according to informativeness, although the term ‘recogpiity’ was used for the participants. Thus
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the participants decided which squares would be easy tgném®again on a scale of 0-9. Their results
indicated that the number of fixations upon a particular sguas highly correlated to the ascribed in-
formativeness of it. From this it appears that there is tmiAttneave’s proposal that informativeness
directs eye movements (as measured through fixations) hésxdduld support the Itti and Kach model,
as both models rely upon what are described as features.udowénereas the feature< of Itti and Kbch'’s
model have no semantic value, it could be argued that thecjpeantts of the Mackworth and Morandi
experiment could attribute meaning to the group of featwiétsin a square. This would be possible if
there was sufficient detail within a square to recognisedtsents. More recently, experiments have
been carried out that appear to overcome this potentiatisrit ofIMackworth and Morandi’s inves-
tigation. Both Krieger et al! (2000) and Reinagel and Zad&90) have analysed statistics of viewed
scenes, and found that areas containing high levels ofrirdtion, in an information theoretic sense, are
foveated mosi._Krieger etlal. produced a model from whichriees, junctions, curved lines and edges”
were found to be most attractive to gaze, and then to a legsenté'straight lines and edges” using
information-theoretic ‘intrinsic dimensionality’. Thesreas contain such features as “curved lines and
edges, occlusions, isolated spols” (Krieger ¢l al., 208®inagel and Zador (1999) found that for the
foveated regions of images presented on a computer digplgontrast was greater and the spatial
correlation between pixel intensities was lower than fdreotareas of the images, indicating a greater

level of information (entropy) present in those regions.

Another important element of eye movement analysis redardeye movements and their charac-
teristics change over time. Very early on, Busiwell (193%)gasted that fixations when viewing pictures
had two modes, firstly facilitating an overview of the imaged then a more in-depth course of obser-
vations. Since then, Anies (1974) executed an investig&tio this very issue. In an experiment based
on that of.Mackworth and Moranci (1967, described above}eAiiound that over time the number of
fixations when viewing an (achromatic) image would reduseha time spent fixating grew longer. The
pattern of fixation-duration over time, followed a loganitit curve that appears to fit his experiment
duration well. Also, the saccade length grew shorter wittet{on average). This reflected the way in
which early saccades first moved around to ‘scan’ an imagageglient regions, and afterward began
inspecting local region details before making a saccadedthar salient region. His experiment lasted
20 seconds, and approximately 14 seconds after it begafixgt®n-duration appears to level out (to

about 0.3 seconds per fixation.)

Top-down Perception

The low-level features of the retinal image undoubtedlyelsiision, and the mechanisms involved in
achieving this are termed bottom-up processes. But thegatralone in stimulating visual perception,
as information based upon prior experience is also employethat are known as top-down processes.
Part of the perceptual process involves eye movementshvanie necessary to allow the details of an
image or scene to be directed onto the fovea. While Itti anchi(@000D) have promoted their model of
attention that help demonstrate how eye movements coul@éeed in a bottom-up manner, it has long

been known that top-down information affects eye movements
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Figure 2.3: Eye scanpath over the picture “Girl from the @lgs used by Yarbus (1967) (photograph
by S. Fridlyand.) Eye Movements and Vision, 1967, originallblished by Plenum Press with kind

permission of Springer Science and Business Media.

One seminal work that demonstrates the top-down nature @feyvements is that of Buswell
(193%). In his work, experimental participants viewed ofifty pictures whilst their eye movements
were recorded. To analyse the results, each image was teeaiovby the eye scanpaths for inspection.
Rather than randomly or systematically searching the mstthat were presented, Buswell documented
how the participants’ eyes are drawn almost immediately direttly to the salient features with the
pictures. He found that when viewing the pictures, eye satirgpare idiosyncratic and repetitive with
respect to the observer, and the image itself. His resuttedstrated that top-down processes control
eye movements to a large extent in order to have them visihimgul loci within images.

A second seminal work, this time by the Russian scientishiYa((196/7), demonstrated how prim-
ing an experimental participant with different tasks affeeye movements appropriately. By visual
inspection, Yarbus confirmed that eye movements were idirsyic with respect to the viewer as well
as the stimulus using his own set of images, one of the mostipemt being shown in Figufe2.3. But
more importantly, he also demonstrated that the eye sdapateatly affected by differences in the
tasks that subjects were set. To do this he had subjectsvaetsgicture (“An Unexpected Visitor” by |.
E. Repin, see Figule2.4) under various tasks, namely (B &amination of the picture (2) Estimate
the material circumstances of the family in the picture (8)eGhe ages of the people (4) Surmise what
the family had been doing before the arrival of the unexpbeigtor (5) Remember the clothes worn by
the people (6) Remember the position of the people and abijethe room (7) Estimate how long the
unexpected visitor had been away from the family. Each cfdhiasks led to apparent differences in the
eye scanpaths over the picture.

From the evidence as a whole, it is widely believed that bottoln-up and top-down work together

in order to fully perceive an image (Itti and Kach, 2DD0; Wise08).

Hypothesis Testing

As we have described, eye scanpaths could be used to prowidéthuinformation that allows us to

investigate how images are perceived and recognised. beparg the content of an image, it has
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Figure 2.4: Eye scanpath over the painting “An unexpectesitdfi’ as used blILbL@G?) under
seven different tasks (Painting by I. E. Repin.) Eye Movemmand Vision, 1967, originally published

by Plenum Press with kind permission of Springer ScienceBarsihess Media.
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been suggested that a process termed Hypothesis Testingsa@regoryl 1998). Here we shall only
consider the visual sense, though this general theory qoaotientially be applicable to other senses
such as touch. Hypothesis Testing is a cycle of Bottom Up (B Top Down (TD)l(Stark et al.,
2001) information gathering that seeks to determine thareaif a sensed image(s). In this, the brain
takes sensory information originating from some stimulond produces various hypotheses to match
higher-level conceptual models. The Bottom Up informaisatihat taken directly from the physiological
senses. The Top Down information is taken from the cognitieelels, knowledge, and memory (which
admittedly are probably not separate entities.) Thus,gusath sources of information hypotheses are
generated, and the best match is accepted as the perceptlmest explanation) of the sensed image(s).
As further evidence appears from the stimulus, hypothesagaested and are re-generated, so that this
is a continual process. This theory of Hypothesis Testingctexplain the repetitive nature of the eye

scanpath as shown by Yarbus (for instance, see Figdre 2.3.)

Hypothesis Testing has been suggested to be the reasoWEwmate perceived as actual environ-
ments even though they do not provide the rich content thategen the real world Stark (1995) (see
Sectio 255 and Chapter 3, Sectibng 321b 3.3). This iausecIVEs would then provide at least suf-
ficient cues to trigger (or select) the hypothesis that weaateally in the place depicted by the virtual
environment. In our first experiment (Chapter 4) we testittés: by introducing visual cues to an IVE
slowly, whilst watching for this ‘trigger’ to occur (whendHVE is perceptually selected) by monitoring

eye-movements.

Hypothesis Testing theory may be useful in investigatingv hibhe brain classifies images
(Stark et al.| 2001), and could shed light on which parts ofnramge are deemed most important for
perception. Indeed, Noton and Stark proposed a percepteaht that was based on eye scanpaths
and hinged on Hypothesis Testing (Noton and $iark, 1197 tk 8taal.,[2001). Their theory set out that
internal cognitive models drove the eye movements thatywmed the scanpath, and that these in turn
drove perception. Their idea was that as eye movementgit@aethe scanpath, this would trigger
hypotheses. This has implications regarding the relatipnbetween eye scanpaths and perception
that are of practical importance, because it then appeatdthy are tightly bound together (also see
SectioZ5M). Their theory continued in this vein suctt thao perception occurred when viewing
a stimulus, then a new cognitive model would be construdted (earned).(Noton and Stark, 1971).
One experiment showed how eye movements followed the exgpactinpath when simply remembering
an image, and this seemed to provide evidence supportingthie®ry {Choiet al.| 1995). Although
some experiments of Stark’s have had success, the boldliotherary of [Noton and Stark has been
controversial and not widely accepted although it is ofteantioned in the comprehensive texts that
describe perceptual theories. A major opponent of the theas| Viviani (1990). He strongly argued
that although eye movements and cognition are mutuallyénfted (to use his terms), the internal
mechanisms of perception could never be inferred from eyeement experimentation. Perhaps his
greatest objection to scanpath theory is that images magitoeiped in extremely brief periods (e.g. in

around 125msg, Potier, 1976), which is too short to allow cieffit eye movements to occur, although
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perhaps covert attention might be argued to execute mookiguiAdditionally, inINoton and Stark’s
(1971) experiment, the scanpath evidence only appearbaihwiata from 65% of their participants, and
this figure was only 50% of participants in a study carriedtt.ocher and Nodine (19i74). These are
low figures when the theory should play a central role in sufimdamental and ubiquitous process as
visual perception.

In this thesis we do not utilise Noton and Stark’s Scanpatomitself, partly because it is felt that
the theory does not have sufficient consensual support finr@mesearch community, but also because
it is not necessary to show how the ‘perceptual engine’ wéskeur purposes. Using eye-movements
in order to discover how the ‘perceptual engine’ works wa® aliviani’s prime criticism of the Scan-
path Theory. However, we shall use as a premise the findirtgspeific perceptions are reflected by
eye movements, even when the visual stimulus is the sames praimise is evidenced by research
(Ellis and Stark| 1978, 19i79) that may be viewed as eithergfaor weakly related-to the Scanpath
Theory, but it is certainly not sufficient to support the Suathh Theory. Whereas the Scanpath Theory
prescribes a specific control mechanism between eye-maouspperception, and cognitive models, we
find sufficiently useful the finding that eye-movements anct@gtion appear to be tightly bound (see
Sectior3B). Viviani’s second criticism of Scanpath Thaeithat recognition of images has been shown
to occur too quickly for the theory to be valid, because anffitient number of eye movements could
have taken place in this short time, as explained above. mAgaithis thesis we shall not be assuming
that eye-movements lead to perception per se, but rathethiy become more deterministic once a
perception is settled upon because they appear at leastliteeted by a cognitive model (see Chapter
3). Therefore, it is of no consequence that the Scanpathrymeay or may not be valid in itself, only
that a specific perception and eye-movements are linkedrdslizeand Stark’s follow up work. In fact,
in our first experiment we slowly introduce a visual envir@mhsuch that we expect subjects to sud-
denly perceive it as a meaningful environment at some momdime. It would seem that the faster the
perceptual switch occurs, between not-perceiving and pleeceiving the environment, the less support
there appears for the Scanpath Th%rjﬂowever, as shall be seen, our methods do not have sufficient
temporal resolution to completely rule out the claim of Smth Theory.

We therefore build on the findings bf Ellis and Stark (197879)9 that eye movements and per-
ception are related. This is because as an extension offithdiing, eye scanpaths could potentially be
used to indicate the perception of not just images, but emgima@ments. In this case of environments
the idea may be justifiable by considering them as providisimgle surrounding image. In fact, rather
than a scanpath per se, Choi etial. (1995) coined the terrrclygath’ to refer to a path that is idiosyn-
cratic with respect to a spatial map (as opposed to a cogmitivdel related to stimulus perception). The
term scanpath was used to describe the eye-gaze path overstiomilus such as an image or object
which is (for instance) segmented from a scene. Howeveltgtine searchpath was used to describe the

eye-gaze path over an entire scene itself, generally betiyeeobjects or regions within it. Also, the

2%Hypothesis Testing as an explanation for perceptual $eteseems viable with or without acceptance of the Scanpladiofy.
The Hypothesis Testing theory does not dictate the exaatioakhip between eye-movements and perception, nor tidesate

an upper bound on the time within which perception must occur
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searchpath was, at least originally, used in the contextebbserver performing a search task (whereas
the ‘scanpath’ only concerned the recognition or perceptibimages or objects, mainly within the
Scanpath Theory literature described above). This waswhbed they investigated the searchpath of a
stereoscopic image on a screen, which can be thought of asd@wifrom their (real) environmentinto
another (the virtual one). In this body of work though, welltansider searchpaths in an all encompass-
ing, three-dimensional and stereoscopic environmentadh fve prefer (and use) the term scanpattern,
which is more generic and does not imply the use of an exglatchl(Henderson, 2003). We shall also
be constraining our scope by considering static scenes altitypugh eye scanpaths in dynamic scenes

have been investigated to a deglee (Blackmonlet al.| 1999).

2.5.5 Perception in an Immersive Virtual Environment

Upon entering an IVE one or more of your most compelling sersse presented with an alternative
view of your physical-local environment whilst your reabsd environment is shut out (as much as it
is possible.) It seems that because the perceptual systeairied over many years to recognise our
‘everyday reality’, it thus has no experience to distingutsfrom a ‘virtual reality’. So perhaps it is
not too surprising that the mind in attempting to subjedyiwtassify the IVE experience identifies it as
being our actual, physical reality. It could be said thas fhiwhat presence research is really concerned
with, that is, at what point does the mind believe in the pmésg stimuli as being the reality.

It was Lawrence Stark who said “Why does virtual reality wdriBecause reality is Virtual!”
(Stark and Choi, 1996), and in “How Virtual Reality Work$"té8,11995) he theorises that we do not
require great detail from virtual reality systems becawsmén reality, most of what we ‘see’ around us
exists as a model, in our minds. The perception of our imntediavironment is therefore based upon
little actual sensory information, and is for the most plusbry; an IVE simply provides cues that are
a sufficient match for our inner conceptual models of what tbibe in an environment. Ironically, we
rely upon our perceptive system so much that it enables ue fodded. For instance, stage magicians
rely upon this fact by providing basic cues that purposelgimfiorm our perceptual system and leave
us wondering how we have apparently jumped from one wodtesb another. Just as when we see an
illusion and are able to accept the perhaps ‘odd’ perspethiat is implied, when we view an IVE we
can accept the virtual world perspective implied over tted weorld.

When visual cues are strong enough, we can find it extrem#élgudi to resist seeing an illusion,
and we suggest that this can be true of a presented IVE. Sfsarsgich perceptions may occur even
though the detail that normally exists in a real world emvirent is missing, and the IVE is imper-
fectly presented._Gregory’s thesis (19177; 1998) providpsrapective on this issue, with his statement
that perception occurs when low-level information is sabe hypothesis testing based on previous
experiences. This again implies that IVEs ‘work’ becausytbresent a closer match to an immersive
environment than other plausible explanations for theeresl information.

This inconsistency, between the actual stimulus and thathwik perceived, can also be framed in
the concepts of Gestalt Psychology as conceived in 1911 ywWiéatheimer. Gestalt Psychology sought

to shake the foundations of the existing theories of peroestructuralism) by posing problems that
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could not be explained using the existing frameworks (Geldg2002). It presented several principles
that are often cleverly demonstrated pictorially, and #rat known as the Gestalt Laws of Perceptual
Organisation. One of the most important Gestalt principkethat the whole is not equal to the sum of
the individual parts, meaning that a composition of elemérais meaning in itself and as such it is not
possible to break this down into components without chamtiie character of the whole. This view was
adopted by Slater and Steed (2000) who proposed that peegeadinary state and so an observer at
any moment is either present in the IVE, or in the real worldisTmportant Gestalt principle suggests
that perception is very much an all-or-nothing processhat either one perceives a stimulus, or they
do not. In fact, such a perception (that is perceived as aayloolnot perceived at all) is termed simply
a Gestalt. Interestingly, Koffka (1935) described a specHfestalt principle that he called maximum-
minimum simplicity. He proposed that a reduced amount oflalvke energy in the brain would lead
to the perception of less detail, and more uniformity. Ifrect, then this point of view might be used
to explain how the development of percepts could convergbdse previously experienced because
such a process would require a minimum amount of energy.t@ffhet all (2008) argue that “memories,
processes and behaviours are guided by schema”, and soratfan than there being a piecemeal
construction of the perception of (or sense of presenceinyidm IVE, this would be described as a
schema matching problem. This understanding of how IVEskwagcording to Gestalt concepts has,
potentially, further support in the form of schema matchiimgthe work of Mania et all (2005) subjects
that had previously viewed an IVE, reported seeing objéaswere consistent with the scene presented
but that did not in fact exist in the IVE model. Objects thatrgvenconsistent with the scene appeared
more difficult for subjects to remember, suggesting thatsitteema used to perceive or remember the
IVE made recall either impossible or more difficult respeslif. Rendering quality had little effect on

recall, possibly being evidence of its less important rnledmparison with overall schema matching.

IVEs exploit this perceptual resilience, and an expliciample of this exists in the use of level
of detail (LOD). In order to reduce rendering time, compléxeats in a virtual environment are often
represented by separate models each at a different levetaif.dThis allows a simplified version of an
object to be rendered when greater detail is not requirexh as when the object is at a distance and the

details would not be discernible to an observer (R=ddy, 1997

As described in Sectiof 2.%.2, rather than taking a geompegispective, Zimmons and Pahter
(2003) and_Mania and Robinsan _(2004) investigated the tyualirendering to see whether improve-
ments would affect the sense of presence experienced in mersive virtual environment. Neither
Zimmaons and Panier nor_Mania and Robinson found a signifieliatt, suggesting that a perceptual
Gestalt could be behind the sense of presence because anstath is achieved improving rendering

quality is no longer of import.

Although the perceptual processes are very robust, td inséinse of presence, one’s perception of
stimuli presented by a virtual reality system should mapt@'®normal perception of reality. Incoheren-
cies such as loss, lack, or imbalance of information coufaheticed - reduce or even nullify the sense

of presence. Given certain types of misinformation the @gtwal system may find itself simply unable
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to comprehend its inputs, as they are just too inconsiséenan example, this can happen when viewing
a three-dimensional picture using a stereoscopic devitee interocular distance (often a parameter of
stereographical systems) becomes too great, then insteaslialising a three-dimensional image, an
incoherent double image is viewed. This phenomenon isctdilg@opia, and is described in the context

of virtual reality inl\Ware and Balakrishnan (1994).

2.5.6 Gaze in Three-Dimensional Scenes

Although we have looked at how eye movements are influenceddabic images and then provided an
explanation for how we perceive IVEs, we now combine thepécoto consider eye movements as
studied in more complex scenarios. Specifically, we protedabk at areas of research concerning eye

movements in three-dimensional scenes (known more cdpeis&-space).

When moving from two to three-dimensional studies we mussimer head position and direction
(Danforth et al.,_2000), which accounts for an extra six degrof freedom. This can either be achieved
by directly measuring the head position and direction tn{fduchowski ZOCQ , or it may be implic-
itly achieved by simply recording the view before the obsemt each instant (with a video camera),
and then synchronising and superimposing the video witleyleetracking data to find the areas fixated
(Pelz et al.| 2000). One of the great advantages of usingotimesf- method is that we may investigate
experiences and tasks as they occur (more or less) naturdhg real world or in (immersive) virtual
worlds, rather than only examining responses to flat imagdspéctures. An overview of how gaze is
used in natural environments may be found.in Hayhoe and Ba(2005), including work carried out
in both virtual environments and the real, physical, woBtgkamples of the experimental tasks include
moving toy bricksi(Pelz et al., 2001b), pedestrian collisivoidancel (Jovancevic ef al., 2006), both in
virtual environments, and sandwich making (Land and Hay2661;| Hayhoe et all, 2003) and hand
washing [(Pelz et all, 2001a) both in the real world. In thesamples, just as with two-dimensional
stimuli it is found that gaze is largely governed by task,ibistalso directed by learned visual routi@s
and reward-based neural circuitry which may be relateddditiding that eye movements over 2D stim-
uli follow idiosyncratic paths dependent upon the imagestus. We therefore suggest that when using
3-space and given a task, there will continue to be somerdetistic process that drives the eye scan-
pattern. The structure in these paths could contain infaomaelevant for developing response-based
measures for presence research.

Although the progression into 3-space investigations deoa the application domain for eye-
movement studies, there are also advantages due to thedpage over which the stimulus is presented.
This allows a wider spatial spread of the individual elersarftthe stimulus (i.e. scene), which in turn
means that for some applications a lower resolution of gagasarement is sufficient to record the re-
gions in space where gaze falls. In fact, Lland (2004) hasddlbiat eye movements account for smaller
shifts in gaze (generally; 10 degrees) whereas larger shifts in gaze are generated bgaldeaind trunk

of the body. It therefore seems that head-tracking equipiceem be used to analyse gaze without re-

SOwhich in the case of a real environment will require regiraof the head-tracking system with the real environment.
31not to be confused with the differently defined ‘visual roes’ oflUllmah (1996).
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course to eye-tracking devices in some cases, though tlaiggisly dependent on the accuracy required
for each specific application. However, although gaze arad Ineovements are coupled to some extent
this association should not be taken for granted in geriBraiier et al.|(1984) conducted an experiment
in which participants pointed to targets while their eyegthand hand movements were recorded. They
found that although head movement followed gaze, it onlpvetd for approximatel)% to % of the rota-
tion, with the eyes accounting for the remaining rotatiothefgaze. More specifically, for targets at 10,
20, 30, and 40 degrees, the mean head rotation was only 59 B2d125 degrees. Having said this, the
participants were sat down for the task, and were underpress time — being told to point at the tar-
gets as quickly as possible, which were displayed for 5 stxwith an inter-stimulus interval of 5 +/- 1
second. These differences may explain the discrepancyeletthis study’s findings and that of Land’s.
Specific work on the dissociation of eye from head movemeassiieen shown by Raon and Berthoz
(1991) although their work appears to frame this phenomesoan exception to the rule rather than
being part of the ‘normal’ visual routines. Examples of h&adking being successfully substituted for
a composite eye and head tracked system are providad byrédnsthial. [(1996); Watson etlal. (1995).
Zimmons (2004) used head-tracking alone to determine thgtheof time that experimental subjects
spent looking at various areas of a virtual art gallery. Aitgh subjects experienced varying lighting
conditions, subjective presence scoles (Slater et al4)1difl not reveal any effect of lighting on pres-
ence. In measuring attention however, Zimmons found thaetkvas a significant difference between
areas of the gallery attended dependent upon the “cong&iésof the lighting configuration”. Addition-
ally, he was able to determine that there was a significaferdifice between the times that objects (two

paintings and two vases) in the gallery were attended, adapendent upon lighting condition.

2.6 Summary

In this chapter we have described immersion, presence, amgption as interrelated concepts of key
importance to the IVE experience. Some of the general tdohies that are used with IVEs have been
briefly described, and the relationship between types of {itta broad sense) has been mentioned. A
number of techniques that are used for the measurementsdre have been discussed, and we have
described the areas in which they fall short.

The definitions of presence most appropriate for this woek presence as a Response As If in the
Real world, known as RAIR (Sectiofik 1 dnd214.4) and ‘presasdransportation’ (Secti@a ZK.1). The
latter is useful in an informal sense, because it relays dineept of presence in simple terms. However,
the former, definition that frames presence in terms of aoespis operational, and is the definition we
must relate to in any formal discussion, such as the remaofdhis thesis.

We have seen that eye movements may be analysed in both twihraeddimensional scenarios,
and that they shed light on how and what an observer sees. Weealso briefly described numerous
perceptual theories that could aid us as we go on to develp#thods and strategy for analysing

responses to IVEs.
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Chapter 3

Methods and Strategy

3.1 Introduction

In this chapter we develop the general strategy and metiadsvill be used in the investigations pre-
sented in the subsequent chapters of the thesis. S&cilgiv@®an overview of the ideas and research
that underlie this thesis and its approach. In the follow&egtio3.B we consider research to be lever-
aged for our investigation purposes, specifically, redetlrat brings insight into the relation between
scanpaths, searchpaths, the scanpattern and percegationE.# looks at two common ways in which
scanpaths and searchpaths are modelled; measures ofé¢heedehodel are examined in Section] 3.5.
Sectior3.b to Sectidn3.8 describe remaining concepts athaus that we shall need to carry out our

investigations. The chapter is closed with Seckioh 3.9ctviprovides a summary.

3.2 Overview

This thesis investigates visual IVEs because visual systaathe most widespread type of IVE. As is

evidenced by the equipment itself, the visual system of @hib/a closed loop. The displays provide the
input to the human visual sense, and yet head movementseltamgontent of the displays. Similarly,

the image in front of the eyes is projected onto the retindaplegause detail can only be obtained by
projection onto the fovea, muscles move the eye, and thisatsaybe viewed as a feedback mechanism.
While we cannot monitor the thoughts and cognition to asgemvhat is seen, we may monitor these
feedback control mechanisms, i.e. head and eye movememis tRese we can make inferences and

take measures.

As has been described in the previous chapter, eye and heahmants are not random (Section
EZ53). The eye scanpaths and searchpaths have been shbendpetitive and idiosyncratic, being
dependent upon the stimulus and task of the observer. Ithbsss we exploit this knowledge, but also
go further by taking into consideration research that eslatye movements to perception, to be discussed
in the following section (Sectidn3.3). Although eye anddhemvements are not truly random, they do
appear to be probabilistic. Because of this we may model mewts of gaze as random processes, and
these can be characterised using information theory, apcifggally entropy. Entropy may be thought

of as describing how deterministic such processes areteynatively how much ‘information’ we may
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Presence
in Real World

Behavioural/Physiological
Responses reflecting RW
Evidence
Perceptual
Gestalt

Presence
in IVE

Behavioural/Physiological
Responses reflecting IVE

Figure 3.1: Visual cues, leading to a state of presence.

obtain from them. Such analyses will hopefully provide gidgs into how an IVE is being perceived. The
basic concepts of information theory and entropy shall lgagmed in the later sections of this chapter.

In the presence research literature it has been suggestethéne is a point at which a minimal
number of visual cues exist that are only just sufficient tuite an intended perception and sense of
presence in an IVE.(Slater, 2002; lJsselsteijn, 2002; Mané. | 2005). An IVE presents an alternative
perception of a person’s environment, and it is a phenonogiical acceptance of this alternative that
may be thought of as presence that leads to RAIR. Becausa gtate of mind, it is difficult to define
the point at which this perception arises.

Within this thesis, we hypothesise that when the sufficiésuial cues (i.e. the minimal cues) are
presented, just as in a common illusion, a subject may expeeia sudden Gestalt (see Sediion P.5.5).
This Gestalt represents a switch to perceive the preseltsibn of the IVE as realityl (Stark, 1995;
Slater| 2002). This is illustrated in FigureB.1.

However, this introduces another problem, which is deteimgiwhen such a Gestalt might have oc-
curred. In an attempt to obtain evidence to indicate whenrttight occur, we shall monitor behavioural
and physiological responses including gaze scan patt@&vashall expect the gaze scan patterns to re-
flect the findings of a number of researchers including Buls(#8B5%);| Yarbus|(1967); Ellis and Stark
(1978)1979) (see Sectibn Z2b.4). Using the findings_of Bhid Stark} Ellis and Sterk in particular, we
hope to be able to discern differences in what is being pexdeiver a specific period of time. If a switch
in perception is found to occur at the same time as presertbe it'VE is induced, then we would have
evidence that such a point of Gestalt does indeed exist. Wtnisd help link the concept of ‘a sense of
presence’ to a discontinuity in perception, and this linfuisdamental to the concept of minimal visual
cues. In order to detect this switch, we shall employ a measigaze entropy.

To investigate people’s responses to IVES using gaze entpapt of our strategy is to identify the
presence state of a subject while varying the number of ctesepted (Experiment ). A means for the
introduction and removal of visual cues will be required] aithough numerous methods could be used
or invented to do this, we shall introduce cues randomlysTéis0 that any subsequent findings are not
biased due to a systematic method of cue introduction, ssibly ¢he introduction of cues using a level-
of-detail algorithm. Methods for introducing visual cuee &ertainly of interest as regards presence

research, but to include an investigation of their effestsat feasible within the scope of this thesis.
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Not only can we monitor responses in order to detect chamgassiibject’s perceptual state, but
we may also compare responses to those elicited by real wovidonments. If these are similar, then
we have evidence that the IVEs are being perceived as thdweghatere real world environments. To
investigate this possibility we may be able to compare petrons as they are reflected by a person’s
gaze, as explained by the Hypothesis Testing theory (S€2in4). This has been implemented using
an information theory measure that reflects the rate of inédion arising from observers’ gaze when
presented with both a real environment and a virtual depiatf that environment.

Since changes in the state of presence are described heregiistenct switches, or perceptual
Gestalts, there should be a threshold in the sense of a misehaf visual cues for presence in an
IVE. But in addition, once a state of presence in an IVE has la@hieved then improving or adding to
the realism of the environment should not ‘increase’ a preseesponse. This is because an increase no

longer has meaning under this model of presence. This shalMestigated in Experiment I1.

3.3 Eye Scanpaths, Searchpaths, and Perception

The eye scanpath provides a rich data source to which numenethods of analysis may be applied,
and is superior to fixation-only analysis. In an IVE we knowawls displayed before a subject’s eyes
at any point in time, but also, with an eye tracker we know tleaaf the display being looked at. One
can determine the most frequently visited points and thédRegof Interest (ROIs) by computing the
line-of-sight and relating it to the IVE to determine whatlige main features are viewed, and even that
artefacts are not foveated for any significant amount of tilifés bears a resemblance to an analysis of
attention based only on fixations.

A major problem for presence research is that a subject mattbrding stimuli other than that
being presented or, more importantly, perceiving stimmukin unintended manner. Perhaps the ultimate
concern is that a subject appears to interact convincingyé eyes of the experimenter), but in fact did
not perceive the IVE as intendnghere are many ways in which this situation can occur. Rerkize
most obvious is when a subject notices rendering artefattich is a concern for IVE designers. One
might think that these situations could be detected by mdni where the gaze falls within the IVE.
For instance, if the gaze falls upon an area of the IVE disfilaydoes not correspond to a salient region
within the IVE, thenitis less likely that the subject is eggey with the IVE. Itis possible that they are in
fact observing something as part of the real world enviramimgut if we consider the converse situation,
then when such a point of gaze is salient with respect to tiie tven they could either be perceiving the
real world environment (and thus a point which is relevarth®IVE only coincidentally), or as hoped,
by perceiving the IVE. Because of this problem, our objexts/to find some way in which we could
statistically determine the likelihood that the subjecswaesent in the IVE. As we shall now see, this

problem is addressed to an extent by considering the sequéifor the dependence between) fixations

1 A common occurrence of such a problem has been exemplified wtilising a type of 3D shutter-glasses that turn on when
opening up the arms. It has frequently been known for theitistied to view stimuli for extensive periods, without risaig that
the glasses are not turned on (thus seeing 2D double images)e these persons have not experienced such displeys, laefd

they do not know what viewing experience to expect.
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rather than the location of fixations only, which includefoimation regarding the recurrent foveations

and recurrent saccades to the same location (Yarbus, 1@ awskil 2003).

Once identified, ROIs can be labelled and the order of tri@nsitbe analysed to produce the gaze
scanpattern. Perhaps surprisingly, Ellis & Stark have igex) evidence that from an eye scanpath one
can determine how a stimulus is being perceived as well aglgiwhat is seen. This is obviously of
major significance as this is a very similar problem, if nat #ame problem, to that which all pres-
ence research has pursued to date, that is, ‘how is the suyigemeiving the IVE?'. Ellis & Stark
showed how the perceptual state manifests itself througlusle of ambiguous figures, by pointing out
clear distinctions in the transitions and ROIs of alten@fierceptions, given a single stable stimulus
(Ellis and Stark, 1978, 19I79). In their experiments they Aadibject look at a particular stimulus and
recorded the foveations and saccades that occurred over;, R@hging them together to create an eye
scanpath over the image stimulus. Therefore as the pescepiiitched, so did the scanpath. It was al-
ready known and documented much earlier (Yarbus,|1967pftertbeing given a task, a subject would
view a visual stimulus in a stereotypical way. However, iditidn they themselves had discovered that
the eye scanpath was also determined by the subject’s piencey the image stimulus. One of the
ambiguous images that was used is shown in Fifiulle 3.2. Inaperptself it is overlaid with different
scanpaths according to the perception held by the obseferscanpath is thus shown to reflect how
the subject perceives the stimulus at a high-level at sorm jmtime. These switches in perception can
occur over a time period in the order of 2-3 seconds as shoviPelton and Solley (1958) when they
conducted an experiment that had participants switch péoreas fast as possible. This provides an

upper limit on the speed that perceptual switching can occur

3.3.1 Searchpaths

Later in this thesis we study the hypothesis that it is pdssibdifferentiate between perceptions of a sub-

ject solely by studying the scanpatterns that a person's fidlows, and so our context and constraints

differ somewhat from the original research that inspired wge of gaze scanpatterns. LIn_Chai et al.

(199%), a searchpath was defined as a path that is idiosiynefitti respect to a spatial map (as opposed
to a cognitive map, as is the scanpath.) Thus, the form ofralspath is much the same as the scanpath,
but covers a wider spatial area and so is likely to includelheavements, whereas one would be hard-
pressed to find a scanpath that included head-movementst wédtiining its integrity. Thus our use of

gaze scanpatterns is akin to the searchpath (but withosedueh task implied by this name.)

In the first experiment, we hypothesise that there is a ‘wdylooking around an environment
that differs depending upon whether it invokes a high-lgaaiception. Hence, we are interested in
environments rather than images (be they mono- or sterpsitbages), and we are also linking the

onset of a high-level perception to a switch in the presetate.s

In the second experiment we compare the scanpattern raspehseen a real world environment
and a representative IVE. This is important to show that af 1% viewed similarly to a real world

environment. Also, in the same experiment we consider velndiE scanpatterns become more like
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Figure 3.2: Triply Ambiguous Figure, ‘Mother, Father, Datgy’ by Fisher G.H. (1968) Utilised by
Stark & Ellis (1981). From THE AMERICAN JOURNAL OF PSYCHOLOGCopyright 1968 by the

Board of Trustees of the University of lllinois. Used withrpgssion of the University of lllinois Press.

those found when viewing a real world environment, when YHe thas more realistic rendering (using

radiosity) applied.

3.4 Scanpattern Modelling

Searchpaths (and scanpaths) are not only made up of a amilectset of regions, but also the sequence
of these, as its name suggests. In order to analyse suchreeguee must select ways in which to
model them. This selection is dependent upon our goal(s}tarslour hypotheses. Although there are
many models available that could be used, we shall limitelues to discuss only those utilised in later
chapters (the experiments), whilst briefly mentioningralstive models that were potential candidates

but were discarded for some reason. This discussion ismebin the remaining sub-sectiondofl3.5.

In instances such as ours the analysis of scanpatternsfipgires the capture, transformation and
composition of eye-tracked and head-tracked data in ocdatiain the Point Of Gaze (POG). Secondly
the regionalisation of the image space into ROIs is needkésé two requirements are discussed in the
following subsections3.4.1 ald 3 M.2 respectively.
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3.4.1 Point of Gaze from Eye and Head Tracking

When eye-tracking is over a two-dimensional stimulus @igplve are often able to linearly map mea-
surements from eye tracker coordinates to stimulus coatelén This is because non-linear and linear
transformations are routinely dealt with by eye-trackiagdware/software, given the necessary calibra-
tion data. When using an IVE system with an eye-trackingaewive typically utilise a six degrees-of-
freedom head tracker, and we therefore have a few additamradiderations. We must simultaneously
measure both the head and eye positions and directions. @ximgpthese we may compute the Point
of Gaze (POG), which is the three-dimensional point in altuorld model coordinates upon which the
gaze falls.

Because an IVE utilises a three-dimensional model to deétermhat is displayed before a subject,
we require head-tracking data that is transformed to peothé ‘camera’ coordinate system. This coor-
dinate system is used to project and subsequently renderdtlel onto the display(s). By recording this
head-tracking data when a subject is viewing an IVE, we mayg ttetermine what is or was rendered
onto the display at any time.

Once the camera’s details are known, we must also know thracteaistics of the rendering frus-
tum, used in the projection transformation. From this infation we can calculate the position of the
centre of projection (COP). The two-dimensional coordigdtom the eye-tracker are used to calculate
the deflection of a ray, which initially passes from the COf® ihe centre of the display. By doing this
we have generated a ray representing the subject’s opkisairavirtual world coordinates (i.e. model
coordinates). By intersecting this ray with objects in tirtal environment, the point of gaze and the
object being viewed may be found. Similar methods and thaildedf such transformations are detailed
inIDuchowski (2003).

It is important to also consider a method to distinguish &di@s from momentary samples of
saccades. Without some kind of filtering many false fovemtiovould be recorded. Fortunately this
can be achieved simply by setting a temporal threshold eftigich a foveation will have been deemed
to occur if the POG has remained within some specified regdldrs method is known as a ‘position-
variance’ scheme, but there are alternative algorithmsrfey be implemented. For the interested
readel Duchowsk| (2003); Salvucci and Goldberg (2000) ideodetails of these methods, which are of
particular use when real-time saccade tracking is requitedinstance, velocity-based saccade detection
can not just detect the onset of a saccade, but can allow ¢aéction of where the gaze will land when

the saccade terminates.

3.4.2 Determining Regions of Interest

A scanpattern is generated based on the point of gaze agtstarisumber of ROIs. In many studies the

ROls are pre-determined by the experimenter, specificalgcted to contain the salient elements of the
stimulus. In others they are often defined post-hoc, thatfisr it is known where the gaze dwells upon

the stimulus. Although the latter approach has been peddmmanually, it could be done automatically

and objectively using algorithmic clustering techniquEssdritt et al.| 2001} Privitera and Stafk, 2000;

Itti and Koch | 2000).
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An alternative approach to defining ROIs post-hoc, or suively according to salient points of
the stimulus, is to subdivide the environment into equabsielumes. We shall take this approach
because we wish to objectively measure characteristidseo§tanpattern without the need for human
intervention, and because various models formed may thexasiey compared. We therefore divide a
three-dimensional environment in a pre-determined butasaldl and regular fashion. The scene is thus
segmented into a number of congruent (i.e. equal shape ae)detements that together will capture the
entire environment.

Searchpath ROIs normally contain the main components df ebfect in the scene, which may
be said to exist mainly at an inter-object level. For ideftiff scanpathssaccades and fixations at
the intra-object level for an IVE scene would prove difficifilnot impossible. This is firstly because
the distances between the observer and the fixated objettaean that fixations over objects subtend
angles too small to discern using a standard eye-trackerer-i€guch small images do continue to elicit
stereotyped scanpaths. Secondly, the resolution of tipdagiss can limit what is perceptible, as objects
appear smaller with distance. However, as we shall be ptieggmmersive environments and looking
atscanpatternsour stimuli will extend around the observer. This meansti@ROIs may be relatively
large with respect to the display size, because the condétite display change as the observer's head

moves around to view the scene.

3.4.3 Searchpath and Scanpath Modelling

Once some consistent system has been selected to definggibiesref interest, it is typically quite
simple to allocate successive foveations to them in ordeedord the eye and head scanpatterns as a
series of transitions between the regions. Upon the deteofieach new fixation, its occurrence is used
to update and hence incrementally construct a model.

Selection of a model in the first place is fully dependent uffentype of analysis that is subse-
quently to be carried out. The two main models that appedrdarsearchpath/scanpath literature are the
‘string model’, and the Markov Model. A string model suppottie use of measures such as the string
Edit Distance.

The string Edit Distance

In order to find similar eye scanpaths, Stark and [Choi (1966¢gated a sequenced string of letters, each
letter denoting one of the regions of interest within thegmaGiven two such strings, a string editing
algorithm may be used to find the difference between them tgriskining the number of atomic manip-
ulations required to change one string into another. Onk algorithm is the Edit Distancé_(Navalrro,
2001), which calculates the minimum number of insertioe$etibns and substitutions to turn one string
into another. Using string models, such algorithms proypidetical ways to measure the difference be-
tween scanpaths as well as searchpaths (Choi &t al), 1998)tdhe view that paths are idiosyncratic
while retaining a degree of unpredictability, strings uséith string editing should be as short as possi-
ble, and should be recorded in response to some specificlsimDoing so optimises the probability
of obtaining shorter distances and more correlated stimg® investigation. Thus the string editing

distance is most suitable for short strings, and hence shodrdings of searchpaths and scanpaths.
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Searchpaths and scanpaths are likely to contain many ghogss each relating to the current sub-task
(or ‘visual routines’) being carried out (Ullman, 1996; Pet al.| 1999). However, automatically splic-

ing strings into sub-tasks or routines is infeasible givendurrent level of knowledge and understanding
of eye movements. Doing this manually may theoretically issfble, but even so it would be extremely

tedious.

Markov Models

An alternative method for modelling searchpaths and sdhsgar, scanpatterns in general) is to use a
transition matrix that represents a Markov Process. A MaRocess of the first order is defined by a set
of states (known as an alphabet), transitions between taedisome weight attached to each transition.
In other words, it may be defined as a directed, weighted gr&plsh weight lies in the interval [0,1],
as each is a probability. Transitions weights need not bersstnic, so that the weight placed upon the
transition between statesand B, A — B, does not necessarily have to equal thaBof> A. Such a

Markov Process must have the Markov Property, which is défase

P(X(t+1) =i1| X (t) = i)

=P(X(t+1)=ir1|X(t) =i, X(t = 1) = ig-1),...,X(0) = i0)

WhereX (t) = i, asserts that the random variati€t) takes on the valug at timet, andv¢ : 0 < t.
We shall only consider the case in which transitions occdisnrete steps (i.€.takes on discrete values
only.)

A Markov Model of the first order may be implemented as a singp@bability transition matrix.
Searchpaths that are modelled as matrices are more améoammon numerical analysis than are
strings. Not only can one easily calculate the probabilftamy particular path, but there are also nu-
merous other numeric measures that are well known, doc@wtgesmd understood. With such transition
matrices, each individual region of interest is denoteddy la row and column, and so the probability
of a transition from one ROI to another is stored in the appad@ matrix element. Once built, such
matrices have also been used to generate scanpaths foasonydurposes (Stark, 1993) by executing a

random walk through the graph.

3.4.4 Choosing a model

In this thesis only Markov Models shall be used to model satteps in the form of probability transi-
tion matrices. This is because they are more amenable tcematital analysis. The greatest advantage
of using strings to model scanpatterns is that we may usetting &£dit Distance algorithm to obtain

a ‘distance’ between them. However, with transition masithere are numerous methods that may be
used to more straightforwardly find the distance betweenMackov Models (see Sectidn_3.b.3), thus
making the string Edit Distance method redundant for ouppses. Further, Markov Models have spe-
cialised algorithms associated with them that may be usEfirlinstance, algorithms to find converging
sets of states, thereby identifying the eventual subsdttdsthat will be repeatedly visited. This could

be useful for determining the stability of a stimulus.
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3.5 Potential Model-Measures

Naturally, a model must be put to use. Because the naturesofvtitk is one of investigation, we shall
be looking to obtain useful measures that will give insighoithe properties of IVEs. In the following
sub-sections the measures used in this thesis will be disdyand then further supporting methods in
Sectior3b.

3.5.1 Information Theory

Information theory may be used to attribute quantifiableigalto events, and processes based on the
information they provide us with. Due to the apparent unjatedility of a person’s gaze, in this thesis
we model it as a stochastic process, and may thus use infiormiheory as a tool for investigation.

Information theory has a number of facets, having differesgis and definitions depending on the
perspective of the user of it. It provides methods to qugthié level of uncertainty of events, given their
probability, in terms of the amount of ‘information’ thattteccurrence of such events would provide.

By way of example, let us consider a statistically biaseeMislon weather broadcast, which every
day correctly tells us that the probability of it raining tomow is high; however, the probability of it
being sunny is extremely small. If we assume that the braaigzababilities are correct, but somehow
we personally could predict (perfectly) the weather toraarrthen in which case would our ability be
most useful? Of course, the answer is when it is to be sunnig i¥lbecause most of the time persons
following the advice of the broadcaster would find that they @rrect: that it was likely to be raining,
and that it did indeed rain. On such occasions our predietiiity would appear of little value to any
person who had had access to the broadcast. On the otheedoik a sunny day our advice is at great
odds with the broadcaster, which makes our advice (or indtion) extremely valuable.

In this example one soon recognises that the value of beilegtalperfectly predict the weather
(the information) is very much tied to the probability of ikelly events. Information theory attributes
a larger quantity of information as being communicated waeevent occurs that was less likely. The
quantity of information is measured in bits, and given thebability p(e) of an independent eventthe

informationH (e) is calculated as:

1
H(e) = logz(];) = —logz(p) (3.1
Let us consider a more commonly found example, in this caapted from_Attneave (1959) (and
found elsewhere.) A fair coin that is tossed into the air hagrobability of landing with the *head’ side

up of%. Thus the information obtained when this occurs is:

—_

H(‘heads') = loga(~) = loga(2) = 1 bit (3.2)

1
Of course, for ‘tails’ side up, we have the s2ame value ocngrrlt is interesting to note also, that
to communicate the fact that a ‘head’ or ‘tail’ has occurredraa communications system, we require 1
bit of information to be transmitted.
If we change our second example slightly and consider a b&nt perhaps a coin that has a

probability of landing with the ‘head’ side up (ifthen this modifies the situation as follows:
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H(‘heads’) = logg(%
(1)

Interestingly, the information has reduced. This may belaixed’ because as ‘heads’ is more

) = log2(4/3) = 0.415 bits 3.3)

likely, we are less surprised by its occurrence, and so wa leas from this event. The information that

we obtain from the occurrence of ‘tails’ is:

< ;- 1
H(‘tails') = logg(m
1

In the case of ‘tails’ we have an increase in information,duse we are more surprised that we

) =loga(4) = 2 bits (3.4)

obtain a ‘tails’ than in the case where ‘heads’ and ‘tail€ aqually likely.

The above illustration is useful in understanding the cphoéinformation as relayed by a single
event. However, we are also interested in evaluating mad@icesses. A common (perhaps one could
say ‘standard’) model used to work with information the@tie communications channel. Information
theory tells us that the number of bits required to commuaittae occurrence of ‘heads’ (H) or ‘tails’

(T) over a channel is calculated as follows:

H (‘coin tossing process') = p(T)loga( ) + p(H)loga( (3.5)

1 1 )
p(T) p(H)
Note that this expression may be viewed as the average iatfamthat we obtain from our process per
event.

In the fair coin example, we obtain:
H (‘coin tossing process') = 51092(2) + 31092(2) =05x14+05x1=1bit (3.6)
For our biased coin problem, we find:
H (‘coin tossing process’) = ilogg(ll) + Zlogg(4/3)
=0.25x2+0.75 x 0.415
=0.5+0.311

= 0.811 bits (3.7)

This is lower than our previous (fair coin) example, the exgltion being that the unfair coin is
more predictable, whereas a fair coireigtirelyunpredictable. In fact, it may be of interest to know that
this value reflects the number of bits required in an optimabeling scheme_(Attneave, 1959).

In general we can use the following equation to compute teeage information per event arising

from some process, whepé represents an ensemble of potential evéitésee. MacKay, 2003, p32):

1
Zp i)loga( (Xz)) (3:8)

The information attributed to an event or process is theeafelated to the uncertainty of the event.
This uncertainty is termed entropy, and we may discuss thiseentropy of an event, a string of events,
Or a process.

In the next section we see how the information theoretic oethay be used to characterise scan-

pattern models.
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3.5.2 Conditional Entropy

Ellis and Starki(1986) used a combination of statistics afarimation theory to analyse transition matri-
ces, created from scanpattern data, to determine thetisttidependency in the transition probabilities.
It is important to note that this dependency is in the trémsdt of a process (second order information),
and is not simply a measure over the states visited (infoomatf the first order) in that process. For
a Markov Model, a notion of statistical dependency reflelts dverall bias away from a probability
transition matrix with maximal entropy wherein the nextsta the process is random and is fully inde-
pendent of the current state, toward a deterministic one&ltyeonce in a particular state the next state
is entirely pre-determined. Such a concept could prove tadeéul for our purposes because, although
explained in more detail later, we would expect little stidial dependency (or at least, a different level
of statistical dependency) when presented with a nonsar$E; and perhaps also a low sense of pres-
ence in such an IVE. Therefore a measure of entropy might rinalemme type of a surrogate presence
measure.

The statistical dependency over an entire matrix that de=tra Markov process may be mea-
sured using information theory, and such a measure has bgapd ‘total conditional information’ by
Ellis and Starki(1986), or the 'Conditional Entropy RatehelConditional Entropy Rate in a transition
probability matrix is determined using the following forfawnoted by Ellis and Stark, although it was

originally obtained fron) Brillouinl(1962):

n

He== p(i) | > pli,f)logap(i, j) (3.9)
=1

j=1,5#i

The termp(i, j) represents the conditional probability of transitioningni ROl to ROI ; given
that ROIi is currently foveatedp(:) is the independent probability of R@being foveated. Thus the
inner sum represents the entropy of transitipfisj) (for all j wherei # j) and each is weighted by
p(i).
3.5.3 Markov Model distance measures
If we assume that we have two Markov Models and can deterriiegimilarity or distance from each
other, then we could directly compare between scanpatteoaelled in this way. With this ability we
may begin to consider experiments that could evaluate anelXfferience against a corresponding real
world environment, and possibly find correlations that mighme a presence measure. In this section

we consider two potential distance measures.

Euclidean Distance

The most obvious measure to use is a Euclidean distance. ddlel&n distance between two matrices

M and N may be computed simply as:
d(M,N) =/ (Mij — Nij)? (3.10)

However, because this function treats the matrix as thotigfere actually one long vector of

dimension|M |? (or equivalently|V|?), it ignores the fact that the ‘dimensions’ of the vector aog
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independent. However, if this weakness is understood, ttisrfunction could be a useful estimator,

and is certainly easy to calculate and understand.

Path likelihood

A second method for determining distances between MarkodeNdds by comparing the likelihoods of
paths through the states in the models.

Given a sequence of states (or pathwherei = 1...n, itis trivial to compute the likelihood
that the path arose from a particular model. This is achidyedultiplying out the probabilities of
each path transition according to that model. Rather thahiptying though, which could result in
extremely small numbers that can become inaccurate du@talitag error, we may take the log of such
probabilities, adding as we traverse the state sequence.

To compare multiple Markov Models then, we need an indepetstaurce of pathsY) for which
we can compute the likelihoods of them arising from each édig,). This provides us with the
‘distance’ of each of the models from the paths, as proliasily(S, M}, ). Each time we compute such
a value, it forms a point in a distribution, and these distiilns may be tested in a frequentist sense.
However, when comparing just two models with respect to sset®f paths (which acts as a reference

point), we may alternatively take a Bayesian approach, antpaite the log-likelihood ratio:

logL(S, My, My) = log [p(S, M) /p(S, Mp)] = log(p(S, M,)) — log(p(S, My)) (3.112)
Whereas the likelihood ratio test would be givenlas (CoverHmomas, 2006):

L(S, Mg, M) > 1
p(S, My)

——>1 3.12
p(S, My) (3.12)
(assuming each hypothesis had an equal probability of beiagor)

the log-likelihood ratio test would thus be:

log(L(S, M,, My)) >0
p(S, Ma)
log (S, Mb)

lOg(p(S7 Ma)) - log( (Sa ]V[b)) >0

log(p(S, Ma)) > log(p(S, Ms)) (3.13)

3.6 Supporting Methods

3.6.1 Bayesian Inference

When building a statistical model of eye and/or head movésnesing scanpatterns, we employ
Bayesian theory. All analysis takes place using movemetiseoeye and head that have been clas-
sified as belonging to some ROI, with the transitions betvikese regions being our main focus. One
of the difficulties in modelling such transitions is that tim@del space is large. Far ROls, we have

n? possible transitions, and if we obtain transition data expentally then obtaining a large enough



3.6. Supporting Methods 87

data set to create a model can be challenging if it is posai®ddl. The problem with an insufficiently
defined model is not simply that it contains relatively éittata, but rather that such a model in the form
of a transition frequency matrix contains zeros. When usingh a matrix to compute a subsequent
transition probability matrix, the resulting matrix willsso contain zeros. This is not only an inaccurate
reflection of reality (in which it is possible for any trarsit to occur, and a model should reflect this),
but impossible transitions also present a mathematicdl@no. When multiplying out the probabilities

of a path that includes such a zero element, the probabflityeopath suddenly becomes zero.

To illustrate this problem of zero matrix elements, we shahsider a concrete example. Let us
conservatively assume that we have 20 ROIs (and hence 48ibfgasansitions), and that we obtain data
samples (transitions) at a rate of 1 per two secHndEo obtain approximately 10 samples per matrix
element, we requiré0 x 400 x 2 = 8000 seconds of data, which turns out to be 133 minutes and 20 sec-
onds, or 2 hours, 13 minutes and 20 seconds. Assuming thaawveeshstatic scene, the time for which
we record data regarding a subject should be relativelytshoorder to obtain their most autonomic
and/or natural response to it. In keeping with this condervaxample, let us assume that 2 minutes
are allocated to each subject. It should now be obvious teateguire over 60 subjects (not including
any experimental failures or outlier data.) Given the natfreye-movement experiments which can be
difficult to carry out (Schnipke and Tadd, 2000), this is aneptionally large experimental undertaking,
even having assumed such conservatively estimated paamétnfortunately this example also con-
tains an implicit assumption that further exacerbates thblpm; that captured transitions are randomly
distributed over the ROls in a uniform manner. Of course alitgthis is not true, and we would expect
that we are in fact dealing with a phenomenon better modeblexh exponential distribution. This means

that to obtain sample values for all elements of the matrinldidake an exponentially long time.

Help from Bayes’

Fortunately, by using Bayesian inference we can ‘kicktstamodel, which provides us with a mean-
ingful although somewhat synthetic model. This techniqwsy e thought of as initialising a model
and then modifying it with empirical data, or equally, me&xgboth a synthetic and empirical model and

allowing bias toward one or the other.

Dirichlet models

In our case, we have the probability transition matrix thadeds the transitions between ROIs. Each
ROI (i) then has some probability of transitioning to another RQIWhich we shall denotg;;, and so
for each value of we have a Dirichlet probability distribution acrogsD;(j). Because our model is a

first order Markov process, each of the distributidhsare considered independent.

Data collection

When collecting data it is processed and appears in the fémawsition frequencies, which are the

count of the number of times we observed a transition from ROIROI j. These values are thus in the

2 This is a very rough estimate based on the work presentedtettais thesis.
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form of a number of multinomial distribution®/; each having a random variahlé; (;) that may take a

non-negative integer value for ea¢lfj = 1...n, wheren represents the total number of ROIS).

Applying Bayes’ Theorem

Using a Bayesian probability model, we are able to composectilected experimental data with a
‘synthetic’ modeal. This synthetic model is set up according to our prior bsligfhich are stated as a
probability distribution (our own prior parameter estiggfor transition probabilities). The composition
of these producesposterior distribution

Bayes’ Theorem is often stated as:
Posterior « Likelihood x Prior

Or, using mathematical notation:

7(0) = L(0).7(0) (3.14)

whered is an unknown free variable. As stated above, we are dealitigthe distribution of
probabilities, which are those of transitioning from onerktss process state to another, the posterior
distribution is of the class Dirichlet. It should be notedttthe conjugate prior distribution of the multi-
nomial distribution is also a Dirichlet distribution, artud is of import as it simplifies the mathematics
involved (Kern| 2006). Knowledge of this relationship alous to take advantage of Bayes’ Theorem
by utilising a Dirichlet prior distribution along with ounepirical data to produce posterior probabilities,
which will then act as the final transition probabilities iaranodel.

Using the multinomial distribution, we can state that foeaaf empirical datad; where
d =), d;), the probability of obtaining that data under the disttitn 6 is:

I1

Here the valueg; are viewed as fixed (the empirical data), #@rid a free variable. We can therefore
state that the likelihood df is:

d! .
p(dy ...d;|0) = idi!.Hogt (3.15)

L(0) < [ ] 05" (3.16)

Our prior (Dirichlet) distribution provides the probalyliof 6 given our prior beliefs as described

through the hyper-parameter(and whered = 3. «;):

Oz,;—l
91'

p(Blay ...aq) = T(A). H(F(ai)

) (3.17)

In our case, the hyper-parameteis set up in a most simple fashion by giving eachthe same

value for all: (doing so emulates a uniform prior distribution.) The canstthat we select is; =

@ where |ROI| represents the number of ROIs. Choosing this particulastem is analogous

to providing for a single transition away from each state (R@venly (uniformly) split between the

possible destination states.

3The explanation here is attributed in the main to the exce#éaboration of Keln (2006).
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Substituting equatioriS 316 ahd3.17 iiioB.14, we obtairidhowing posterior distribution:

p(0) o [J(6F 1) (3.18)

This clearly is also a Dirichlet distribution, but with thanameteb; = (d; + «;). The marginal

expectation of each; in a Dirichlet distribution is well known to be:

di + o
g, — it 3.19
d+a (3.19)

This simple and elegant expression provides a direct emuatith which we may obtain the
marginal posterior transition probabiliti®s. It is a clear and intuitive trade off between prior distri-
bution and the empirical data, where thevalues appear as prior observations of transitions. This ma
be very simply implemented by initialising every elementtwd transition frequency matrix (generated
before the transition probability matrix is computed)tpbefore adding the observed transitions from

the scanpattern data.

3.6.2 Cluster Analysis

Cluster Analysis takes the approach of using measures mailyr more than one dimension, to hier-
archically split (or conversely, join) items of data to lbidlusters of related data. Clustering is useful
in many situations, one of which is to reveal previously umkn taxonomies, as well as for post-hoc
classification. We shall see that the latter problem arisies Within this thesis, when we would like to
determine the existence of a discontinuity in our data. Wg aiso use such a method to create regions
of interest (ROIs) from fixational data, by finding clusters.

There are many ways in which clustering can be performedfarttie most part these differences
relate to the way in which distances between data, and tlugtec, are computed. For the purposes of
this work these nuances of clustering are of secondary itapoe, so we shall only briefly describe the
method used herein and its context.

In [Everitt et al. (2001) we find an enumeration of what are kmag the standard hierarchical
agglomerative methods (see Tahld 3.1). From his overvieweference to empirical studies, one of
the better algorithms in terms of cluster-interpretapiéind robustness is the Unweighted Pair-group
with Arithmetic Mean (UPGMA.) A seemingly close second isthespect, is UPGMC (Unweighted
Pair-group Mean Centroid), which is computationally legpensive as the cluster centre and weight
may exploit a computer’s memory (in the form of a cache) inraightforward manner. Such caching
effectively reduces the cluster computation time frofm?) (UPGMA) to O(n?) (UPGMC).

Given a function d which determines the distance betweenpwints, and two clusters P and Q
having m and n points respectively, the distances betwezdltisters is calculated as follows:

(UPGMC)

Dypg=d % Zpi, % Z 4 (3.20)
i J
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Method Alternative Usually used with: Distance between clustels
Name* defined as:

Single linkage| Nearest Similarity or distance| Minimum distance between

Sneath (1957) neighbour pair of objects, one in ong

cluster, one in the other.
Complete  linkagel Furthest Similarity or distance| Maximum distance betweep
Sorensen (1948) neighbour pair of objects, one in ong,

and one in the other.

(Group) Average UPGMA Similarity or distance| Average distance betwegn
Linkage Sokal and pair of objects, one in ong
Michener (1958) cluster, one in the other.
Centroid  Linkage| UPGMC Distance (require$ Squared Euclidean distange
Sokal and Michene raw data) between mean vectors (cep-
(1958) troids).
Median linkage| WPGMC Distance (requires Squared Euclidean distange
Gower (1967b) raw data) between weighted centroids.
Ward’s method Ward Minimum Distance (requires Increase in sum of squares
(1963) sum of | raw data) within clusters, after fusion
squares summed over all variables.

*U, unweighted; W, weighted; PG, pair group; A, average; €htooid

Table 3.1: Standard agglomerative hierarchical clusgemethods. Reproduced and adapted with per-

mission of B.S. Everitt, see Everitt etial. (2001) for furtbetails and remarks.

(UPGMA)

Dyq = % Z Z d(pi, q5) (3.21)

An important feature of clustering algorithms is the geherquirement (there are exceptions) for

the predetermination or pre-selection of the number oftetgsbefore clustering actually commences.

One method that may be used to estimate the number of clustsrfold cross validation’. This
method firstly removes a random subset of the data, calleddlieout data. The remainder of the data
is then clustered, and then the hold-out data is compareleteltisters to determine an error value.
The error value is computed to reflect how well the cluster ehdits the hold-out data. By repeating
this procedure with different sets of hold-out data, a canfi interval can be constructed for the error
value. Finally, in doing this for an increasing number ofstérs, it is possible to estimate the number
of clusters that best fits the data as a whole by analysingrtbealues. Although described here as a

method in the context of clustering, v-fold cross validatie used with other types of analyses.
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3.7 Experimental Tasks

As with most experiments, great consideration must be gioghe task set for subjects. Within each
experiment set out in this thesis, the task is the same fexpkrimental conditions.

When considering gaze, the task given to the subjects is kriovexplicitly affect a scanpath in
a manner consistent with the task, although the scanpatidi€@ntinues to be idiosyncratic. This is
exemplified by Yarbus, where subjects are given distindtstaand for each the scanpath is recorded
(Yarbus, | 1967). The recorded scanpaths are clearly retatéide task even though there is a great
deal of what might be seen as ‘noise’. A brief summary of tHeat$ of task on gaze is provided by
Hendersan (2003), and the importance of task and furthigititssas to how it is and may be manipulated
is commented on by Hayhoe and Ballard (2005).

To find a suitable task for an experiment is not particuladgye On the one hand it must be
designed to constrain the scanpattern as much as possilbtleatsrandom effects are reduced, aiding
subsequent analyses. At the same time, the task should thbosubject enough freedom to experience
the environment (and so attain a sense of presence in thg¢ TWE.subjects must also be kept attentive
(with respect to the IVE) for as much of the time as is possibtsvever in spite of this we utilise only
static environments to keep the stimuli as stable as we calthais reduce confounding factors.

In order to achieve these goals we utilise an open-endedriabk first experiment of this thesis.
The experiment has four minutes per exposure, and eachcsigpsked to search for a ‘small flower’
and told that it will not be easy to find. In fact, the subjedtépt searching throughout the experience
because no such ‘small flower’ exists in any of the envirorispresented. Thus atask is set to prime the
subject, and provide them with an objective that shouldeditie participant throughout the experiment.
The second experiment has a much shorter duration, lagtigd aninute per exposure. That itis shorter
should help reduce variation in the scanpattern, not ordpbse there should be fewer effects of ‘visual
routines’ (see Sectidn 2.%.6), but because these initizd ggovements should be largely made up of an
orienting response, whereby the observer makes an ings@g@ssment of their immediate environment.
In this experiment, each subject is asked to determine wdeat the environments might be put. Thereby,

the subject is also ‘primed’ with a task.

3.8 A Physiological Measure

Motivation

Part of the methodology involved in this work is inspired by experiment investigating the concept
of presence and Electrodermal Activity (EDA) in which thetear was involved. The results of the
EDA analysis of the experiment were not included in the avainpublications|(Freeman etlal., 2003,
2005E,b). One of the secondary aims of the experiments wiestavhether a physiological device
could be used to detect an anxiety response from a virtuablis, thus indicating a likely sense of
presence. The experiment placed subjects within an imagevaitual environment that was designed
to look like a library, and had several animated figures (kmag avatars) within it. Although the study

was originally designed with the aim of testing the effegtiess of avatars, it also appeared that the
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physiological measuring device was sensitive to the stdjjemnotions and perceptions as affected by
the virtual stimuli. Interestingly, it was later noted (tlgh not published) that the physiology data was
correlated with the proximity of the subject to the avgar‘éhe study played an important part in the
development of this thesis, in that the same physiologixaédient (EDA) was used to support the our
first experiment. Secondly, this finding acted as a springbirdo the use of physiological devices in

general — a field that includes the eye tracking methodotoiiat appear herein.

Physiological measures have recently made an impact oenwesesearch_(Pugnetti el al., 2001;
Meehah| 2001; Meehan ef al., 2002, 2003; Slaterlet al.) XBOGer et all, 2004; Slater et al., 2006b), as
described in Sectidn2.4.4. Their exploitation has beeresed in particular by provoking mild anxiety
or startle responses, from which physiological responsedetectable. As previously mentioned, some
kind of objective physiological measure will later be raggi to validate the use of scanpatterns for
detecting perceptual changes. The main sources of phgsialadata for consideration are EDA and
EKG because research has already been carried out sugpbese methods for this purpose (Meehan,
2001). Exactly which of these two measures is most usefubigonisly dependent upon the type of

experiment being considered at the time, although therertgaialy overlap in their utility.

Method

Meehah [(2001) found that EKG and EDA data was amenable tysiedly averaging over the full
duration of an experimental treatment, and comparingmiffees in these averages with respect to treat-
ments. This method of analysis is simple to execute oncedteeisl obtained and processed.

Whilst EKG data requires manual intervention in order taatdy locate (temporally) the beats
of the heart (for instance, by confirming identification o& tiQRS’ signall_Papillo and Shapiro, 1990),
EDA data on the other hand may be processed in an entirelyrat¢al manner. This was one reason
that in this work we favour EDA over EKG. The other reason thatfocus on EDA is due to our prior
experience in initially investigating it as a potential meee, and subsequently using it successfully in
studies such as Slater el al. (2003), and later Slatel @Q064).

The method used in this work is based on Skin ConductanceoResp (SCRs). This method relies
upon the detection of response events, rather than chamtiesaverall level of skin conductance (which
is highly variable.) The only disadvantage of this methoth&t it is a little more complex than mere
averaging skin conductance data. The primary aim of thenigoke is to determine the occurrence of
Skin Conductance Responses (SCRs), which are illustrateid)iire[3.B.

The process firstly applies a low-pass filter to the EDA signadrder to smooth it. After this,
turning points of the signal are located by differentiatidrihe first and second orders so as to find the
points in time at which a response (Skin Conductance Respon$SCR) begins and ends. Constraints
are also applied in order to provide a threshold for the sizberesponse (below which no response is
deemed to have occurred), and for the maximal duration ofgbgonse. Once obtained, the number of
SCR events within a ‘time-window’ may be counted, obtairamgSCR rate. The total number of events

within a time-window may be compared to determine signifi¢ceends in the data.

4Personal communication with Mel Slater
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Skin Conductance Response

stimulus

Amplitude
0.2-1.00 uSiemens

. Onset delay
- 1-3 seconds

Figure 3.3: Approximate SCR Characteristics (values framaBon et al!, 1990)

3.9 Summary

In this chapter we have discussed the inspirations and glksgproach that will be used for the investi-
gations to follow in this thesis. To summarise briefly, themmch consists of using gaze scanpatterns,
which according to existing scientific literature enabldéapotentially detect states of perception. This
involves the processing of eye tracking and head trackiteecompute the line of sight, and/or ‘point
of gaze’, with respect to the virtual environment being \éelw We utilise some method for the deter-
mination of regions of interest, providing for the classifion of eye movements. We then record the
sequence of visited regions, and thus transitions betwessetregions. Models are then built from the
data using Bayesian inference, and may be analysed usingdtieematical methods mentioned, such
as information theory or Euclidean geometry. As a suppgttiol, we utilise physiological measures
and ‘presence questionnaires’ that have been establistied presence research literature for detecting
presence.

There are two general approaches that we shall use to arsgigspattern data. Firstly, we have the
statistical dependency in ROI transitions that can be usetharacterise scanpatterns. This is loosely
based on the statistical dependency scanpath work cardedydEllis and Stark((1986). Secondly,
we have the measures of Markov Model distance, as calculgtedde Euclidean and path likelihood
functions. Each of these methods may be useful to detectidweges in the scanpatterns predicted by
Hypothesis Testing and scanpattern research. We expéthéhscanpattern will change with respect to
the environment when a Gestalt switch is made, that is, assap@erceives their environment/situation
in a different way. We also expect that real world scanpasterill be reflected by scanpatterns arising
from immersive virtual environments that are designed poasent them. Finally, after achieving a state
of presence in an IVE, we do not expect that adding furthdisreawill lead to scanpatterns that are

significantly closer to those that arise when viewing théweald environment that the IVE represents.
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Chapter 4

Experiment I Investigating Minimal Cues for

Presence using Gaze Tracking

4.1 Introduction

Having explored much of the background to our research mumssas well as related analysis methods,
we are now able to move to the next stage of this thesis: thesiigation.

To recapitulate, Research Question 1 @ah the gaze scanpattern be used to detect RAIR in
IVE users?’ To investigate this, we designed an experiment that tefstedresence by constructing a
measure of gaze entropy which, according to perceptuatitesee below), should indicate when an
observer perceives a meaningful environment. This typeeofgption (i.e. a meaningful perception)
would be expected when viewing most everyday scenes. Ifiglavee employed an already established
presence measure. By varying the displayed environmerghae that the two measures are correlated.

According to.Gregoryl (1977), perception works through aticoral process of hypothesis gener-
ation. Perceptual hypotheses are generated as poterg@lgtons of visual information, from which
is selected a particular perception. The selection is naatly re-evaluated, but also, as any new in-
formation is acquired further hypotheses may be generakeé. re-evaluation of these hypotheses is
thought to be a major reason that the idiosyncratic scasgatind by Yarbus (1967) appear. Regions of
a stimulus are re-visited over and over again in order toveduate the hypothesis(es). Gregary (1977)
has also implied that the inability to produce a favoureddtlpsis from stimuli leads to a lack of per-
ception. Thus, it seems that without suitable hypothegesyen with quickly changing hypotheses, the
visual stimuli will not be re-evaluated but rather (perHap=w visual information will be sought to help
generate acceptable hypotheses.

We use this theory of Gregory's to investigate whether a rimggunl perception is achieved by an
IVE subject. In everyday life we generally perceive our eoniment as a visually meaningful one, and
thus when our IVE is also perceptible as meaningful we exp@cisitive presence-response. To be sure
of this, we also require falsification which we provide thgbuhe use of an alternative condition, in
which a non-meaningful IVE is developed. This should resutlhe lack of a positive presence-response
for ‘meaningfulness’.

If we obtain a positive result from this indicator, it cantetregarded as a sufficient condition, and
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may not even be a necessary one for presence. In the gensgghcaugh we should expect meaningful
perception when viewing an environment.

One interesting difference between the work of Yarbus afakStersus our own, is that we are
using a three-dimensional environment stimulus rather thiawo-dimensional image. Here we wish to
investigate the repetition of scanpatterrmore akin to the searchpath study carried out by Choilet al.
(199%). In their study, a three-dimensional image was us#tbwt head-tracking. Whereas a scanpath
is defined to be a “repetitive, idiosyncratic sequence ofades alternating with fixations based upon a
cognitive model” (say, over an object), a searchpath is ddfas a “repetitive, idiosyncratic sequence of
saccades alternative with fixations based upon a spatiatfh(&hoi et al. | 1995).

We also address Research Question 2 in this experini@ags a visual cues threshold for the in-
ducement of presence exist in the context of IVES?To investigate this, we test for presence-responses
whilst the visual cues of our virtual environment are beinggpessively introduced. We then analyse
the measured data in the hope that we might find evidence afcamlinuity — indicating the change
from having no sense of presence in the IVE, to becoming ptésehe IVE. This expectation is due
mainly to the school of Gestalt Psychology, which maintéiirad perceptions appear in an all-or-nothing
manner (see Sectibn 2.b.5). Therefore, once sufficienaltsies are present in the IVE, an environment
is suddenly perceived. The results of this experiment haea lpublished (Jordan and Slater, 2009).

It should be remembered that throughout this thesis we denai person to have attained a sense
of presence if they respond to the IVE in a way that they wolitde IVE were in fact real. Thus, we
are interested in just a subset of the responses that we wrp&tt when present in the IVE (as though
it were real.)

This chapter is divided into 10 sections. The following 8&tP details our hypothesis and the
rationale behind it. Section 3 contains Assumptions mane,3ection 4 the Experimental Design. In
Sections 5 and 6 respectively, the Procedure and Materatdescribed. Sections 7 defines the Response
Variables and Section 8 the Manipulated and Explanatorjalides. Finally, Section 9 provides the

experiment’s results, and in Section 10 we draw our final kaens.

4.2 Operational Hypotheses

Our method involves displaying an immersive virtual enmiteent whilst developing it over time, by
slowly adding an increased number of polygons to the sceorlir to defer the perception of the scene
whilst continuing to present an observable stimulus.

There are two operational hypotheses to be tested:

1. Once the minimal visual cues are presented, a perceptiomoéaningful virtual environment is
achieved, and a stabilised perception should commenceyéttresise that this will be reflected

by a significant drop in the entropy of eye-in-head movements

This is because once a meaningful perception is found, stesald subsequently be increased
structure in the scanpattern as fixations are made to theinggahregions. This should occur

according to Gregory’s and Stark’s theses (see SeCfidn withjout a stabilised perception there
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is expected to be little structure within the scanpatterthasgaze will shift in an un-structured

fashion to find new evidence to create and validate furthenrcgptual hypotheses’.

To provide a control for this effect we use an additionaluattenvironment that is non-meaningful
even when fully developed. The non-meaningful environrmeemisisting of random polygons

should not provide a source of minimal visual cues at any thimeughout the experiment.

Thus, the method we construct is designed to detect a signifaifference between scanpatterns
generated as a response to a meaningful environment, whisses generated as a response to a

non-meaningful environment.

2. Once minimal visual cues are presented, a perception of aninghul virtual environment is
achieved, and there should be a physiological stress respgiven the premise that the environ-

ment is designed and is able to provoke such a physiologisplanse.

EDA is an excellent indicator of stress, and we exploit thisibing a stress inducing environment
and a stress neutral (control) environment to determinetivelneor not participants eventually
perceive the developing environment presented. This &tdiovas designed to corroborate the

anticipated results of our gaze analysis.

Evidence for our first hypothesis is corroborated by thahefdecond. That is, skin conductance as
measured by an EDA device was used to detect a stress reghahsbould occur when a meaningful
perception was achieved. This response acts as a preseticaton, to corroborate the anticipated
change in scanpatterns expected when the environmentisiped as meaningful.

The Null Hypotheses may be stated as follows:

1. Eye movements continue to follow the same unstructurdéadspaefore and after the intended
perception is attained, and thus any change in the conditanrtropy of eye and head movements

is statistically indiscernible.

2. A stress response is not detectable (as a significantagern® a response measure) contingent

upon the presentation of a stressful virtual environment.

4.3 Assumptions

Visual cues displayed around a person in a virtual enviroriroellectively determine the environment
that they perceive.

The scanpattern (or more specifically, scanpath and seatfghgharacteristics hold true although
the subjects view an immersive virtual (and hence egoegrdrivironment rather than an allocentric
two-dimensional image (Yarbius, 1967) or three-dimendimnage (Choi et gll, 1995).

The virtual environment was designed with intent to induerigo, or at least a state of heightened
awareness. This state may thus be measured via the physadldgvices (see Sectibn ZK.4). This state
will only be elicited if a state of presence is induced (by wéthe perception of the virtual environment

as we intended.)
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4.4 Experimental Design

4.4.1 Participant Population

Subsequent to approval of our experiment by the UCL Ethica@iltee, advertisements were placed in
and around the University College London campus. Partitgaere asked to take part in a paid ‘Virtual
Reality study’ titled ‘Investigating Environments’, larsgy approximately 45 minutes in total. They would
be paid a total of5 if not employees of the university. The advertisemengest#tat participants could
only take part if they had good uncorrected eyesight, poeofyicontact lens and glasses wearers. The
intention of this restriction was to reduce major variandes to differences in eyesight, as well as to
facilitate the wearing of the head-mounted-display andtegeking equipment that could be intrusive,
dependent upon physical facial and head structures. \ipiarticipants were instructed to email the
experimenter in order to book an appointment. Forty-two=( 42) participants qualified though only
twenty-eight ¢ = 28) provided eye-tracking data. In this chapter, we shall adysider data from
participants who provided eye-tracking data. The numbenale and female participants within each

condition (to be described) were equal.

4.4.2 Experimental Conditions

The experiment has a within-groups design having one (i9faihe environment presented, which has

three (3) levels:
e Stress inducing Environment (SE), participants= 8,
e (Stress) Neutral Environment (NE), participanis= 6,
e Random Environment (RE), participants:= 14.

Participants viewing SE or NE also saw a second environréhar SE respectively, such that the order
of presentation was reversed for half the participantstidiaants that experienced environment RE did
not view a second environment. However, analysis of thersbegposures was not carried out; analysis
of just the first exposures makes for a simpler design.

Environment NE was used as a control, in which EDA was expetttde relatively steady over
time. However, environment SE was expected to show an inetiaumber of SCRs (Skin Conductance
Responses) after the point that minimal visual cues areepted. Environment RE was to act as a
control for the investigation of eye movements, so thatrmrents SE and NE could be considered in
contrast to RE.

Environment SE (Stress inducing Environment) was a simggerenvironment with the exception
that it was designed specifically to induce vertigo, becdtualso contained a tall column upon which
our participants would virtually be standing.

The virtual environment consists of a room measuring 3 reetquare, and 6 meters high. In the
room were several items of furniture (three chairs and tWasypa door, and two empty picture frames
on the wall. Also, in the centre of the room was the column gfragimate width and length of 40cm,

and a height of 3 meters, upon which was stood the virtual lodttye participant. The environment was
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presented such that participants would view it from a staggosition on top of the column. The model
contained 3,500 polygons.

Environment NE was created identical to SE with the exceptiat the column’s height was re-
duced to approximately 1cm (appearing as a simple squarbenatth the participant’s feet) to provide
a ‘stress neutral’ condition. The virtual body and viewpeiere also displaced accordingly, so that the
participant viewed the room from the top of the virtual bolgttis practically standing upon the ‘floor’
of the room.

Environment RE also contained the same polygons from emviemt SE (and thus NE), but they
were rotated randomly about the centre of the model to ceeateaningless environment.

In all environments SE, NE, and RE, the virtual body was sieplph the form of a headless avatar,
that extended from the floor of the lab up to just below the eeot projection (where the participant’s
head would be.) This is shown in Figurel4.5. Therefore, wheualgect looked down they would see a
virtual torso, arms and legs approximately registered e/itegir real body would be.

See Figuré4l1 for examples of environment SE at variousdefeemergence, with Figur€s$.2,
K3, and 2K showing environments SE, NE, and RE in their §itzés (full detail.)

4.5 Procedure

The procedure used with each participant as they arriveddsribed as follows. Only one participant
could take part at any one time.

Before the experiment was carried out, each participanpbeted a general demographic question-
naire and a Simulator Sickness Questionnaire ($SQ) Kensisaly[1998). They then proceeded to put
on the equipment. Next, the participant would follow a stndd Applied Science Labs 501) procedure
to calibrate the eye-tracking equipment. Once completes); tvould be directed to stand over a floor
marker set at a place corresponding to that at which theuafithody’ (see Section 2.4.1 and Section
EZ3) would stand in the virtual environment.

Participants were now shown a virtual training environmerfiich consisted of everyday items of
furniture along with the virtual body. This training periagiich lasted one minute, was used to test the
equipment, allow the participants to get used to wearingthgpment, and also to record baseline data
for each type of measure we used.

Next, the task was explained to the participant: to look fanaall flower. This was set in an
attempt to stabilise the scanpattern as much as possitdens of having a fixed task for all participants
(priming each participant consistently), whilst encolmgghe participants to visually explore the scene.
No flower was ever presented. The participants were reqtorkeep their feet planted in the same spot
throughout the experiment, but were allowed to move theitybend limbs apart from this limitation.
Participants were instructed to report their findings atviry end of the trial on a questionnaire.

The experiment was then started. In every condition, therapce lasted 4 minutes. At the start,
the environment displayed was an empty black void. Aftesegient periods of 4 seconds a number of
visible polygons were added to the immediate environmeimgbéisplayed. The number of polygons

added after each period increased exponentially. The palytp be added were randomly selected, and
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Figure 4.1: Examples of environment SE with an increasinglmer of polygons.
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Figure 4.2: The complete SE model.

Figure 4.3: The complete NE model.
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Figure 4.4: The complete RE model.

Figure 4.5: The virtual body.
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(a) Side view. (b) Inside, showing the optics and eye-tracker.

Figure 4.6: Head-Mounted Display with affixed eye-trackgopilied Science Labs 501.)

appeared in the same order for all participants. This caetiruntil all polygons were displayed after
a total of 120 seconds. A further 120 seconds viewing time allasved after this point, with the then
static environment.

After the experiment the eye-tracker calibration was agagtuted, to allow the detection of cases
in which the eye-tracker had slipped so as to render the datsable. The participants were then able
to remove the equipment, and were asked to complete the aoemhry part of the Simulator Sickness
Questionnaire, and our presence questionnaire basedtaf tha SUS|(Slater et Al., 1994) (see Section

B73.

4.6 Materials

A 1.8GHz PC drives the main application, which provides thepbics (using an AGP PNY GeForce
FX5500 graphics card.)

The VE was displayed using a Virtual Research VR8 head mdudigplay (HMD), coupled to a
Polhemus Fastrak head-tracker. The Virtual Research VR8 hwunted display (HMD) was used to
display colour stereo images, having a refresh rate of 6@Hd,a resolution of 640 by 400 pixels per
screen. The viewing angle wée° across the diagonal. The 6DOF Polhemus Fastrak was usestko tr
the head position and orientation at a rate of 120Hz.

Attached to the HMD was a single camera based eye-trackdr Q%) for the left eye, that updates
at a frequency of 50Hz (constrained by the camera’s refrash)rThe accuracy of the computed line-of-
sight, using the eye-tracker and head-tracker togetharfesied by having a spectator view the corners
of the ‘picture’ on the wall in the NE condition. Accuracy whsind to be +/-1.5 degrees, with the
maximum sampled error being just under 3 degrees. The HMegedracker are shown in Figure}.6.

A ProComp+ physiological instrument was used to measure ainductance, EKG (Electrocar-
diograph), and respiration, recorded at a rate of 32Hz.

All data from the above devices were recorded, as well asriestof each event — an event being
defined as the appearance of a set of polygons in the envirtnme

A separate SGI O2 machine was used to record all data via VEBWdf et al.| 2001) software.
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4.7 Response Variables

The two main response variables of interest were derivad ftectro-dermal Activity (EDA) and the

composite eye-head movements. In addition there were #ponses to a presence questionnaire.

4.7.1 Physiological Response Variable

The EDA data was recorded as Skin Conductance (SGQ)Siemens) at a rate of 32 Hz. The measure
used was the number of Skin Conductance Responses (SCRjutsdras follows. First the signal was
smoothed, which was achieved through the use of a waveletggasition function that effectively acts
as a low-pass filter. Decomposition at 6 levels was performed then a reconstruction of the wavelet
coefficients at the greatest level that provides us with aor @f less than 0.0xSiemens is selected as
the new series. The ‘error’ in this case is defined as the mamirspot difference between the original
data series and the reconstructed (smooth) series. Thadsecder derivative of this smoothed series
indicates the points in time at which the signal acceleratesdecelerates (i.e. maximal turning points),
these being identified as potential SCRs. An SCR was defiriad tiis method as a local maximum
that has an amplitude greater than @Slemens occurring within a window of 5 seconds (Dawsonlet al.
2000).

Our first response variablg(¢) is determined by computing the number of these SCRs thatoccu
in the interval(t — 30, ¢] for eacht = 30..209. This may be described as a discrete 30-second sliding

window with a resolution of 1-second.

4.7.2 Scanpattern Response Variables

The second response variable is designed to reflect theemarhovements over a relatively short period
of time. This is achieved through the analysis of the paréint’s line-of-sight in three-space, which is
traced as it moves around the scene, and is calculated floothposite eye-tracking and head-tracking

data.

Modelling the Scanpattern

Scanpatterns are modelled using transition frequencyiceatr The transitions are those occurring be-
tween intersected regions-of-interest (ROIs) and thedifsight. We a-priori define our regions-of-
interest, by segmenting the scene inteegions, using a geodesic grid (described below). A trammsit
of the line-of-sight from one region to another is assumdg once the new region has been foveated
for a period of longer than 267ms (Buswell, 1935). Other terapthresholds were tried_(Duchowski,
2003;L Yarbus, 1967), but these made little difference, asetlvere only negligible changes in the re-
sulting foveation sequences. A state-state transitiaquigacy matrix may then be constructed from the
sequences, and from this our measures may be computed.

Icosahedrons are a typical polyhedron used as a geodesiagd may be used as a starting point to
create more refined grids. We use such grids to define ourr{jaijeregions-of-interest (ROIs) around
an IVE observer. Although the icosahedron has only 20 sitlemy be easily and regularly subdivided,
to increase the number of faces by a factor of 4. By placingvdn dbserver in the center of such a

grid, the environment is subdivided into regular regionsr &ur purposes, there is a trade-off when
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deciding on the number of subdivisions to be applied. Sha@dhoose too few, then each region will
represent a large area of the environment, meaning thateswting transition model will be a less
detailed model than it could have been. In contrast, too nsabgivisions (and hence too many faces
on the geodesic grid) will result in a very large transitioegfuency matrix. This is not only because the
number of faces increases as a geometric progression,dmubatause the number of elements in the
transition frequency matrix is of order €, which compounds this increase. This is important when
considering the population of the matrix with sample dataw many samples are required to sufficiently
characterise the matrix? With just a few more subdivisiointhe grid, the number of elements in the
transition matrix increases greatly.

Once the required level of subdivision is decided and agdpttee resulting geodesic grid has each
of its vertices normalised, so that the distance of eaclex&mm the center of the whole structure is 1m,
so that each vertex is a point on a sphere. This structurersglaced around the observer to segment
the scene, with each face (triangle) acting as an invisiliel@w onto each region of the environment.

Each face is numbered, and so as the line-of-sight passa®fre region (face) to another, the tran-
sition is recorded in the transition frequency matrix. Fritnis transition frequency matrix, a transition
conditional-probability matrix is then constructed. Thisthe final step of data processing before we

compute our measures.

Eye-Head Movement Response Variables
Two functions were utilised to form the scanpattern respasasiables, the conditional entropy, and the

Euclidean distance. We explain each of these now.

(i) Conditional Entropy Rate

The conditional entropy rate (CER) acts as our first Eye-Haadement response variable, and may
be computed from a single transition conditional-prolghihatrix. Given a particular matrix (model),
the function produces a single value that quantifies then&ttewhich, in general, a transition to a
new region is conditional upon the currently intersectegiae of interest. According to our operational
hypothesis (Sectidn4.2), we expect that the conditionatbpy would be lower due to more structure
in the scanpattern once a meaningful environment is perdeas the scanpattern should stabilise as a
selected hypothesis is settled upon.

This measure has been termed statistical-dependencyuans® of it is inspired by the work of
Ellis and Stark|(1986), wherein it was also used with respeeye movemerﬂs Although we were
not attempting to reproduce their results through this grpent, we find in their work this metric that
characterises a transition matrix in exactly the way weirequt should be noted that our study has quite
different conditions, for instance, using head tracking sxene extend360° around the subjects, and
SO0 we are using larger regions to cover the elements of thieommeent. In contrast, Ellis and Stark’s
1986 paper utilised a spatially fixed image that subtend€ateaolid angle.

From the transition frequency matrix, it is not entirelyial to compute the transition probability
matrix. Although it appears simple to obtain the probaypitit transitioning from regiom to regionb

1 Originally, the measure was mathematically definef_by @it (196P).
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using the equation

transitionsq,_p

Pa—b = (41)

>, transitionsg .

problems occur when there are no sampled transitions frgionme at all. The problem is twofold,
firstly because the formula then yieI@swhich is undefined, and secondly because we later wish & tak
the log of these probabilities, so we cannot substitutelaa(t))zerH for them.

To overcome this problem, we must decide upon a suitabliégiisation’ value for each element of
the transition frequency matrix, before we compute thesitaon conditional-probability matrix using
the formula given. The initialisation of the matrix in thisawis justified in Sectioh-3.8.1, where it is
shown that it is equivalent to the use of a Bayesian prioridistion. Rather than initialise the matrix
with an entirely arbitrary value, we assign the equivaldrd tsingle transition’ from each region. For
example, if there are 20 regions then we initialise each efgmf the transition frequency matrix to 1/20
hence the sum of all transitions from any particular reg®i.i Once the experiment is started, then
each transition made by the subject is added to the apptemi@ment in the matrix. Thus, after the
first transition is made by the subject, one of the transttiequency matrix elements will have the value
1+ 5.

As the Bayesian prior distribution for each row element ia titansition frequency matrix is set to

L
20"

a single piece of empirical data, specifically one transitizat passes through an element in this row,

any transition from an element in that row is initially dedliy as any other. However, once we obtain

the value of one (1) is added to that element. In terms of Bagésference, the prior is the distribution
of 2—103 within the elements, and the one (1) represents obsentad dhis numberQL0 represents the
value ofa; in Equatior:3.I0 (padeB9), anld is the observed data, i.e. the value of one (1), in the same
equation. Therefore, as data is obtained, the posteritiliison is computed and (conceptually) fed
back into itself as the new prior, this occurring repeatexiy updating the distribution with empirical
data and moving away from the original prior distribution.s shown in Sectiof 3.8.1, to obtain a
posterior distribution from the prior, all that needs to lomd is to replace the priat; with the sum of

a; andd;. In this way, Bayesian inference allows us to move away frioengrior distribution, toward an
empirically based distribution. Because the prior distiin is originally set to contain uniform values
(i.e. 2—10 in every element of the rows), the original transition maisi synthetic and unrepresentative of
the eventual matrix. However, the prior distribution musititialised somehow, as discussed in Section
B51, and this is accepted as a necessity of Bayesian itfereThe values; must also be chosen
somewhat appropriately though, as their value relativéhéoimhcoming empirical data will determine
how quickly they become ‘swamped’ by that data, in other woiltbw quickly the distribution will
favour the empirical data rather than the (original) prior.our case, the value we us%q is smaller
than even a single piece of empirical data (which, as we hestesgid, has the value of one), and as such
the empirical data is highly favoured. Although a differ@riginal) prior distribution to the uniform one

we have used might better reflect the way persons tend to loe&dfor instance, using an alternative

2 A probability of zero would suggest that this transitionrigpossible, which may seem acceptable, but is not accurage (a

transition is in theory possible for an IVE observer to perfy and leads to mathematical problems as stated.
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prior distribution presents its own problems, such as dgténg not only the distribution used (such as
Gaussian, or exponential), but also its parameters whielhest determined by empirical data anyway.
Using a uniform prior distribution also means that if there alements in the presented IVE that bias
the direction of gaze (such as some item that subjects finicpkar interesting to look at, but that is
off-centre), then this can be immediately made appareridrposterior even after sampling only one
data point.

From the transition conditional-probability matrix, thenditional entropy may be computed as

follows wheren is the number of regions-of-interekst (Brillouin, 1962):

He == p(i) | D pli — Plogspli — )| i # j (4.2)
=1

J=1

This equation requires the definition of three terms, namely- j), p(¢), andp(i, j):

e p(i,7) is the probability of transitioning from region i to j. It mdye considered as the number of

i to j transitions divided by the total number of transitions

e p(i — j) is defined as the conditional probability of transitioningrh region i to j, given that the
LOS is currently intersecting region i:
. p(i, J)
p(i = j) = =+ (4.3)
Zk p(l, k)

e p(i) is the marginal probability of foveating region i. It is entted as:

p(i) =Y p(k,i) (4.4)
k

It should be noted that a transition matrix is produced usimgmber of observed transitions over
time, and as such, is computed over a 30-second sliding window at 1-secondvale Specifically,
we computeH..(¢) over the observations recorded in the intefvat 30, t], wheret = 30..209, and this

forms our first scanpattern response variable.
(ii) Euclidean Distance
The Euclidean distance between scanpatterns is used agpbke simetric reflecting the difference of
transitions that were made in two scanpatterns.

To calculate the Euclidean distance between two tranditexuency matrices, A and B, which are
the same size and have elemests andB; ; respectively, we use the following equation:

Azap = (4.5)

As our transition matrix is produced using a number of obsgtvansitions over time\x is com-
puted as the difference between the transitions of two (teally) adjacent 30-second sliding windows,

sampled at 1-second intervals. Specifically, we compite = Ax 4 p over the observations recorded
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in the intervals(t — 30,¢] (which we denote matrix) and (¢,¢t + 30] (denoted, matrixB), where

t = 30...209, and this forms our second scanpattern response variable.

4.7.3 Questionnaire Response

Questionnaires were administered before and after theriexpetal trial. After each replication of
the experiment was completed the participants were prdwdth a Simulator Sickness Questionnaire
(Kennedy et 211, 1993), and a presence questionnaire basgééindesigned by Slater efl al. (1994). Al-
though only initial exposures were analysed previouslgstjonnaires were completed after the com-
plete trial (for SE and NE subjects) This means that thesgest#h reports would be biased by their
second exposure, although we expect the data to be basely modheir initial exposure, and this
should be kept in mind. The questionnaires were designedidid ubjective response data, which
would act as dependent variables in regression analysésistthe standard method of analysis for such
guestionnaires (Slater, 2004), see SedfionP.4.4.

The questionnaire was only modified slightly from the or&iBUS by appending three questions
at the end, so as not to interfere with its use; two of thesstipres were open ended. The first of these
additional questions asked which objects the subject rdmeesdl, and the second, whether there were
objects that they did not recognise (the final question askeat they thought any such unrecognised
objects might have been.) These questions were added simas thought that responses to the second
question could correlate with subjective presence regmrand thus be a useful predictor variable in
a logistic regression on presence scores. This is becaasadlusion of unrecognisable objects in
an IVE may reduce subjective presence scores, as thesasobjedd prove to be distracting to those
that notice them. Alternatively, persons more prone to loeérunrecognisable objects (consciously or
subconsciously) may tend to provide increased presencessc&inally, the remaining two questions
were added because they were natural extensions of the,aval/evould thus be analysed in solely an
explanatory mode for (potentially) future use.

The main ‘presence’ questions were as follows, each requériresponse on a 7-point Likert scale:

(i) There were times during the experience when the virtnalrenment became more real for me

compared to the “real world”... (rated ‘at no time’=1 to ‘aist all of the time’=7)

(i) The virtual environment seems to me to be more likeatdd ‘images that | saw’'=1, to ‘'somewhere
that | visited'=7)

(iii) 1 had a stronger sense of being in... (rated ‘the reatld/@f the laboratory’=1 to ‘the virtual

reality’=7)

(iv) Ithink of the virtual environment as a place in a way damito other places that I've been today....

(rated ‘not at all’'=1 to ‘very much so’=7)

(v) During the experience | often thought that | was realnsling in the lab wearing a helmet....
(rated ‘most of the time | realised | was in the lab’=1 to ‘nebecause the virtual environment

overwhelmed me’=7)
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Variable

(Measure type) and extents/valueg

Gender

(Binary)

To what extent do you use a computer in your da

activities?

ilfLikert 7-point)

‘Not at all’ to ‘very much so’

| have experienced virtual reality

(Likert 7-point)

‘Never before’ to ‘a great deal’

My expertise with computer or video games is

(Likert 7-point)

‘Complete novice’ to ‘Expert’

How many hours per week on the average do }

spend playing computer or video games (if any)?

dContinuous Interval)

| achieved my tasks...

(Likert 7-point)

‘Not very well at all’ to ‘very well’

While in the virtual reality | was aware of backgroundLikert 7-point)

sounds from the laboratory

‘Not at all’ to ‘very much’

My status is as follows

(Nominal)

‘Undergraduate Student, Maste
Student, PhD student, Research A
sistant/Fellow, Systems/Technic
Staff, Administrative Staff, Aca-

demic Staff, Other’

How dizzy, sick or nauseous did you feel resulti

ngLikert 7-point)

from the experience, if at all?

‘Not at all’ to ‘very much so’

See AppendikA for the complete questionnaire.

Table 4.1: Main explanatory variables

The questionnaire may be found in full in Appenfik

A.

4.8 Manipulated and Explanatory Variables
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The manipulated variable is the environment displayed ¢ostibject, which had three conditions: SE,
NE and RE.

The guestionnaires that were administered provide seespanatory variables. The question-

naires may be found in full in AppendX A.

4.9 Results

As we look at the results of the experiment, we shall restiizselves to considering just those exper-

influence of eye-tracking on the findings, versus analysisgusead-tracking data only.

imental participants that provided eye-tracking data @)=2n the following chapter we consider the

For all results, the initial period (of 30 seconds) of eaclthefsubject’s data has not been included
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to allow for participant habituation, and data recordedifiersame duration is removed from the end of
each series as well.

For all statistical results, we set our significance levelas 0.05 as is customary.

49.1 Overview

In order to obtain an overview of our results we first presewesal graphs that illustrate the overall
responses of the subjects — with respect to each of the expetal conditions. After this we consider
the data in detail, performing statistical tests betwedajesiis’ data (Section 4.9.2).

Each graph here presents response variable data over gnddimain to illuminate overall changes
in the responses as the experiment progresses. We first Bkeaskin-conductance response data, then

we present the eye-head data, and finally both together.

Skin Conductance Responses - Overview

A total of fourteen (14) participants provided skin-contéunce data for environments SE (n=8) and NE
(n=6).

The normalised mean (across participants) of the skin octadae response data is computed as
follows. The skin conductance response varighlé) is computed for each participaht The (mean)

average is then computed as:
1

Ncondition

Savg(t) = Sk(t) (4.6)

k
This average for participants experiencing environmegtar®l NE is shown in Figute4.7, where graphs

are normalised according to the minimum and maximum val@irecstress-inducing condition to allow
comparison. It may be observed that there appears to be magecin the number of skin conductance
responses (SCRs) for (approximately) the second half oétperiment under the condition SE. Under
the NE condition, although a burst of SCRs is apparent inr@pmately) the latter half of the exper-
iment, it is of a lesser magnitude and appears transient.dateis analysed in more detail in Section

B92.

Eye Scanpattern Responses - Overview

We investigate eye scanpatterns using the eye-trackinpeaudttracking data. (In the following chapter
we shall also investigate the head-tracking data in ismiativhich allows us to form an opinion as to

whether head-tracking alone could be used to discern thegelsan perception that are under investiga-
tion.)

As described previously (Sectibnl.7), each participAr@$ data is stored in a frequency transition
matrix that we shall denotg ;. Two icosahedrons are used in order to capture two levelgtaiidor
independent analyses, one having 80 faces and the othei 0848 anf419 respectively). Each
face represents both a row and a column in the transitionxndthe matrix elements thus contain the
number of transitions made between the respective facée qatticipant’s Line Of Sight (LOS) moves

around (as the LOS intersects the faces.)
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Figure 4.7: Skin Conductance Responses, SE and NE corgl{sbown on same scale).

We can calculate thepproximatenumber of segments found on a great circle over the icosahedr
as follows. Using an eighty (80) segment icosahedron taldithie scene results in each segment having
an area o% steradians. The relationship between the number of saadind the half angle subtended
by a solid angle is given 8@ = 27(1 — cos d) (Hendersan, 1997). Thereforé¢,= arccos(1 — %).
Substituting for‘g—g, we obtain an angle &fd = 25.7 degrees. Thus there are approximat%_% ~ 14
segments across any given great circle (e.g. horizontallyertically). In the case of a twenty (20)
segment icosahedron, this becon%%ssteradians,‘zd = 51.7, and so on average we ha\fé% ~ 7

segments per great circle.

The measure we use Bonditional Entropy Rat¢CER) as described in the response variables
section (Sectiofir4l7). In this overview, the response béeidl, (¢) is computed for each participant
k and averaged as done for the skin conductance responseiéwgrHence, the (mean) average is

computed as:

1

Hopo(t) = —
m}g( ) Ncondition

Hy(t) (4.7)
k

The results of this are shown for the conditions SE, NE andrRfigure[Z.1D.

It is useful to see how both response variables (SCRs andsgangattern) develop together over
time for the SE and NE conditions, and this is shown in Fifuid 4in the second graph (NE condition),
after the main scanpattern entropy drop at approximatelysetonds, there appears to be a temporary
increase in skin-conductance responses. However, in ttegfiaph (SE) it can be seen that shortly
after the main scanpattern entropy drop (at approximateglgetonds), the skin-conductance response

increases and does not return to the neighbourhood of gmatidistribution.
In Figure[ZT1L there are differences in the initial CER measents of the NE and SE conditions.

This seems likely due to the following two facts. Firstlyatithe (random) order of the triangles being

introduced in a particular condition was kept the same fdjestis within that condition in retrospect
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Figure 4.8: Icosahedron with 80 segments (i.e. faces).
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Figure 4.9: Icosahedron with 20 segments (i.e. faces).
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Gaze CER, 80 segments Gaze CER, 80 segments
for stress—inducing condition for no—stress condition
(averaged across participants) (averaged across participants)
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Figure 4.10: Conditional Entropy Rate for SE, NE and RE (ghow same scale). Analysis performed

using 80 segments.
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Gaze CER and SCRs Gaze CER and SCRs
for stress—inducing condition for no—stress condition
(averaged across participants) (averaged across participants)

1.0
1.0

0.8
|
0.8
|

Normalised
0.4 0.6
Normalised
0.4 0.6

0.2
|
0.2
|

0.0
0.0

Time (s) Time (s)

Figure 4.11: Conditional Entropy Rate and Skin ConductdResponses, for SE and NE conditions

(shown on same scale). Analysis performed using 80 segments

this not being ideal. Secondly, the NE and SE conditions hail triangles introduced a different order,
with respect to the other (SE or NE) condition.

As we are interested in whether the SCRs increase whilstcdugpattern conditional entropy rate
decreases, we directly plot one against the other to viewd&@grnible change in both together, that is,
occurring simultaneously. In Figute 2112 we show the resufithis for the SE and NE conditions, with
the data normalised to lay in the interval [0,1] so that the tesponses may be compared.

The direction of gaze for six randomly chosen subjects frachegroup is shown in FigufeZ113.
Each white point is the end of a vector that lays on the 80 sagim@sahedron. The origin of the vector
is the at the Centre of Projection, which is roughly at theteeof the icosahedron (not shown). The
data used to produce these images are taken from time$ to ¢t = 240, that is, the entire duration
of the experiment. Although the images can only be seen irdiweensions, it is fairly clear that the

distribution of gaze in the RE condition has the greatesbemt

4.9.2 Detailed Analysis

Although we have an overview of our data, we must perform aemdetailed analysis to actually test for
a significant increase in SCRs for subjects in the SE comditi@ontrast to the NE condition, according
to our alternative hypothesis. Similarly, we must test fecrtases in the conditional entropy in SE and

NE, in contrast to the RE condition. These tests are perfdimthe following two sections.

Skin Conductance Responses

Firstly, it is important to show that the increase in SCRsd@mSE but not NE) is reflected by the
individuals of the sample, and not only by their mean. We de Ity considering differences between
the response variables in the first and second halves of theriexent. The midpoint occurs at 120
seconds.

By considering the SCR response variable of ifeparticipantS;(¢), (see Sectioi 4l7) we may
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Gaze CER versus SCRs Gaze CER versus SCRs
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Figure 4.12: Conditional Entropy Rate versus Skin CondumaResponses, for SE and NE conditions

(shown on same scale). Analysis performed using 80 segments

compute the mean df; (¢ — 15) from time 60 to 119 seconds into the experiment, which wel slesiote
Si.a» @nd similarlyS;(¢ + 15), the mean SCR rate from time 120 to 179 seconds into the ewpst]
which we denote;; ,. Now, by considering all participants of an experimentaiditon, we may treat
data from each individual as an observation from a binomigitidution, whereby if(s; , — s;.4 > 0)

we obtain a success, and a failure otherwise. In the trulgioancase, this distribution ought to have a

probability of success with a binomial parametet 0.5.

Our hypothesis under the SE condition stipulates that thie &e strictly increases. In practice
then, we may utilise a one-sided sign test to determine veéhethr binary observation(s, — s, > 0)
support a binomial distribution with a parameter- 0.5 (the alternative hypothesis). In doing so we
obtain (o = 8, p—wvalue < 0.036), which supports our alternative hypothesis that the S@&Rinareases,

thus rejecting the null hypothesis (for whiph= 0.5).

Our hypothesis under the NE condition stipulates that the &e will not increase. In effect, this
means that the binomial paramegewill in this case be indiscernible from 0.5, or less than 0Sm
again we test whether the binomial parametés greater than 0.5, and we find that according to the
data we can no longer reject the null hypothesis<(6, p — value < 0.657). In fact, we notice that the
observations support a value of exactly 0.5 (the expectiet v p according to the data, see Tdhbld 4.2),
which if true would mean that the number of SCRs is just aJikelincrease as decrease under the NE

condition.

These results indicate that the NE condition had little oeffiect in increasing the number of SCRs
throughout the experiment, whereas there is evidencetb&E condition elicited an increased number

of SCRs in the latter half of the experiment. The number of S&Reach participant is shown in Table

B2
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(a) SE

(b) NE

(c) RE

Figure 4.13: Aggregated gaze direction for six randomlyseimosubjects from each group, SE, NE and
RE.
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Participant Conditions SCRs before mid SCRs after mid| Difference
1 Stress-inducing 13 22 9
2 Stress-inducing 9 20 11
3 Stress-inducing 4 8 4
4 Stress-inducing 5 6 1
5 Stress-inducing 13 15 2
6 Stress-inducing 1 3 2
7 Stress-inducing 2 7 5
8 Stress-inducing 0 1 1
9 Neutral (no stress 11 15 4
10 Neutral (no stress 14 12 -2
11 Neutral (no stress 11 14 3
12 Neutral (no stress 14 16 2
13 Neutral (no stress 6 4 -2
14 Neutral (no stress 3 2 -1

Table 4.2: Number of SCRs for individual participants, vefand after experiment’s mid-point.

Eye Scanpattern Responses

Having determined that a significantly increased numbeiGRSoccurred between the first and second
halves of the experiment under condition SE (but not sigaifily under NE), we may now examine
the eye data we have obtained. An analysis must be perforonfaldt evidence that there was also a
difference in scanpatterns between the two halves of thererpnt in condition SE (and NE for that

matter) but not under RE.

As in the above skin-conductance response analysis, déteyfaithin the two time periods on

either side of the midpoint are used.

Transition frequency matrices are constructed at 1-settdad/als, these being converted to con-
ditional probability matrices using a Bayesian based dtgar, the details of which are described in
Sectio 3.611.

One should note that the resulting conditional probabitigtrices do not qualify as fully-fledged
models of the eye scanpattern per se, as the number of toassig not deemed sulfficiently large with
respect to the number of matrix elements in order to justifpmprehensive model. The mean number
of segment transitions made per participant is in fact shiowFable[Z3B, and for clarity, graphically
in the box and whisker plots, Figute4114. Instead measweistbe matrices generated are used with
the intention of showing significant commonality betweentipgoants’ scanpatterns (i.e. the resulting

matrices are used to construct our statistics using theadsttlescribed in Secti@n 4V .2).

Testing for a change in the scanpatterns (between the twe pieniods) is carried out using the

(non-parametric) sign test, and defining a significancd lefive = 0.05. The response variable is either
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Segments
Environment| Participantsp 80 20
SE 8 186.5 +/- 48.1| 119.6 +/- 29.7
NE 6 249.3 +/- 44.8| 162.5+/-31.0
RE 14 214.5 +/-20.2| 133.3+/-21.6

Table 4.3: Number of segment transitions (mean +/- s.d.)engdndividual participants.

Number of transitions Number of transitions Number of transitions

SE condition NE condition RE condition
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Figure 4.14: Segment transitions made by participants-tifisight, for SE, NE and RE conditions.

the change in Conditional Entropy Rate or in Euclidean distg(H or X respectively). We first examine
the data using the Conditional Entropy Rate measure, theeRielidean measure.

The transition probability models were tested for

1. a decrease in the Conditional Entropy Rate measures dbhe independent experimental treat-
ments SE, NE and RE, and

2. an increase in the Euclidean distance in the scanpattér8& and NE over those of the RE

treatment.
Analyses are provided for both 20-segment and 80-segmesdhiedrons.

4.9.3 The Conditional Entropy Rate measure
The CER average across participants has already been shdwigure[ZID. It can be seen that, for
the average, there is a decrease as expected for SE in ¢dottias RE condition. This is also true for
NE in contrast to RE, though it is less clear. In Figlite ¥#.15again show the CER averaged across
participants but when 20 segments are used rather than 8@p&mng these graphs with the previous
ones that were computed using 80-segments, they may besbersimilar in overall shape.

Just as in the case when analysing the Skin-conductanc@Respin the previous section: it is
important to show that the decrease in CER under conditienarél NE but not RE, is reflected by the

individuals of the sample, and not only by their means. Wedalestrate this as follows:
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Gaze CER, 20 segments Gaze CER, 20 segments
for stress—inducing condition for no—stress condition
(averaged across participants) (averaged across participants)
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Figure 4.15: Conditional Entropy Rate for SE, NE and RE ctiois (shown on same scale). 20 seg-

ments.
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CER Measure
H,: Change in CER is -ve (i.e. CER decreases)
Conditions: SE(n=8), NE(n=6), RE(n=14)

Segmentg
Condition | 80 20
SE n="7/8p—value <0.036 | n=06/8,p— value < 0.145
NE n=06/6,p—value < 0.016 | n=>5/6,p —value < 0.110
RE n=06/14,p — value < 0.788 | n =6/14,p — value < 0.788

Significant p-values« = 0.05) in bold

Table 4.4: Change in CER, Eye & head data, both 80 and 20 ségmen

By considering the CER variable of ti¢h participantH; (t), (Sectiod4.7]2) we may compute the
mean ofH;(t — 15) from timet = 60 to ¢ = 119 seconds into the experiment which we shall denote
hi.q. Similarly we compute?; (¢t + 15), the mean response rate from time 120...179 seconds into the
experiment, and denote this ;. Then, by considering all participants of an experimentaidition, we
treat each individual's data as an observation from a biabdistribution, whereby ith; , — hi o < 0)
we obtain a success, and a failure otherwise. In the trulgioancase, this distribution ought to have a
probability of success with a binomial parametet 0.5.

According to the general hypotheses for this experimentyvay now define three operational

sub-hypotheses, one for each of the conditions, SE, NE and RE

1. CER necessarily decreases under SE. (The binomial peamiill be greater than 0.5 under
SE.)

2. CER necessarily decreases under NE. (The binomial pseamevill be greater than 0.5 under
NE.)

3. CER will remain at the same level or increase under RE. pivemial parameter p will be indis-

cernible from 0.5, or appear to - significantly - have a vaassithan 0.5 under RE.)

Applying one-sided sign tests with each of these operalttoyEotheses, we obtain the results found
in Table[4%.

The results shown provide evidence supporting each of dmhgpotheses, and thus the general
hypothesis for this experiment. When 80 segments are usaadsify the line of sight (LOS), the results
are significant exactly as hoped. In contrast, using 20 satgimes not provide significant results, but
the data from each condition appear to be ‘approachingifiignce. That is, the pattern of ‘successes’
and/or the p-values in the table mirror those of the testsezhout when using 80 segments although
they are not significant. The actual values of the changesER €@r all individuals and conditions,

computed with both 80 and 20 segments, are presented inEAbéand TablEZ16 respectively.
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Participant| Condition | Mean CER Before Midpoint Mean CER After Midpoint| Difference
1 SE 5.885 5.641 -0.244
2 SE 6.091 5.756 -0.335
3 SE 5.756 5.726 -0.030
4 SE 5.787 5.631 -0.156
5 SE 5.594 5.509 -0.084
6 SE 5.644 5.575 -0.069
7 SE 5571 5.744 0.173
8 SE 6.288 5.610 -0.678
9 NE 5.450 5.408 -0.043
10 NE 5.428 5.217 -0.211
11 NE 5.300 5.263 -0.038
12 NE 5.423 5.405 -0.018
13 NE 5.497 5.356 -0.142
14 NE 5.681 5.649 -0.033
15 RE 5.518 5.379 -0.138
16 RE 5.545 5.599 0.055
17 RE 5.514 5.484 -0.030
18 RE 5.547 5.555 0.008
19 RE 5.642 5511 -0.131
20 RE 5.408 5.384 -0.023
21 RE 5.445 5.583 0.138
22 RE 5.733 5.620 -0.113
23 RE 5.575 5.428 -0.147
24 RE 5.490 5.813 0.323
25 RE 5.245 5.278 0.033
26 RE 5.503 5.683 0.180
27 RE 5.523 5.573 0.050
28 RE 5.510 5.541 0.031

Table 4.5: The effect of ‘minimal visual cues’ in EyeHead Qatterns, 80 Segments.
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Participant| Condition | Mean CER Before Midpoint Mean CER After Midpoint| Difference
1 SE 3.608 3.522 -0.087
2 SE 3.963 3.702 -0.261
3 SE 3.520 3.647 0.127
4 SE 3.562 3.504 -0.058
5 SE 3.559 3.148 -0.411
6 SE 3.561 3.262 -0.299
7 SE 3.476 3.578 0.102
8 SE 4.268 3.425 -0.843
9 NE 3.209 3.262 0.053
10 NE 3.176 3.096 -0.081
11 NE 3.232 3.039 -0.193
12 NE 3.354 3.177 -0.177
13 NE 3.423 3.290 -0.133
14 NE 3.644 3.563 -0.082
15 RE 3.319 3.274 -0.045
16 RE 3.481 3.505 0.025
17 RE 3.452 3.425 -0.027
18 RE 3.406 3.490 0.085
19 RE 3.465 3.425 -0.040
20 RE 3.292 3.274 -0.018
21 RE 3.426 3.502 0.076
22 RE 3.697 3.555 -0.142
23 RE 3.476 3.302 -0.174
24 RE 3.478 3.567 0.089
25 RE 3.196 3.308 0.112
26 RE 3.354 3.576 0.222
27 RE 3.392 3.576 0.184
28 RE 3.392 3.567 0.176

Table 4.6: The effect of ‘minimal visual cues’ in EyeHead Qatterns, 20 Segments.
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Figure 4.16: Participant Means: Euclidean Distances farNHE and RE conditions (shown on same

scale). 80 segments.

4.9.4 The Euclidean distance measure

Unlike the measure in the previous section, the Euclidestante is computdgetween twacanpattern
transitions, using (temporally adjacent) sliding windowach window containing transitions from a
period of 30 seconds — see Secfian4.7.2 for further defHils.resulting distances may thus be graphed
(Figured4T6 andZ1.7), using both 80 and 20-segment iedsahs for line of sight classification into
potential regions of interest as before.

The changes in the Euclidean distance as presented in tmedigliow wide variation, and provide
no clear indication that this response variable relateb@dSICR variable. This is true for both the 80
and 20-segment cases. However, in order to have some carditieat there is little if any value of this
measure, we must apply the appropriate statistical testaipieg to our hypothesis.

By considering the Euclidean distance variable of #ltie participant X;(¢), (see Sectioii44.2)
we may determine the timeat which there is a maximum value of;(¢) from the potential values

T = 60...179 seconds into the experiment. Then, by considering allgipetnts of a single experimental
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Figure 4.17: Participant Means: Euclidean Distances forM#E and RE conditions (shown on same

scale). 20 segments.
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Euclidean Measure
H,: Maximum X;(t) occurs at < 120
(i.e. Gestalt occurs before experiment’s midpoint)
Conditions: SE(n=8), NE(n=6), RE(n=14)

Segmentg
Condition| 80 20
SE n==6/8,p—wvalue < 0.145 | n=4/8,p— value < 0.637
NE n=3/6,p —value < 0.657 | n=3/6,p— value < 0.657
RE n=>5/14,p — value < 0.911 | n =8/14, p — value < 0.396

Table 4.7: The effect of ‘minimal visual cues’ in EyeHead SQuatterns.

condition, we treat each individual's data as an obsermdtiom a binomial distribution, whereby if
t < 120 we obtain a success, and a failure otherwise. In the trulgaancase, this distribution ought to
have a probability of success with a binomial parameter0.5.

We may now define operational sub-hypotheses for each obthditions, SE, NE and RE:

1. The greatest distance in scanpatterns will occur befm@xperiment’'s midpoint under SE. (i.e.

The binomial parameterwill be greater tham.5 under SE.)

2. The greatest distance in scanpatterns will occur befaexperiment’'s midpoint under NE. (i.e.

The binomial parameterwill be greater thatd.5 under NE.)

3. The greatest distance in scanpatterns will occur rangttimbughout the duration of the experi-

ment under RE. (i.e. The binomial parameiewill be indiscernible fron.5 under RE.)

Utilising a one-sided sign test, we obtain the results preeskin TabléZl7. However, the results of
the tests are not significant throughout, and as such theureeappears to be of no value for rejecting
our overall hypothesis as the Euclidean is unable to didoetiween the conditions. As a check, the test
was re-applied after smoothing the data using a moving gedfiter (filter lengths 2, 4, and 8-seconds
were all tested), should there be any noise in the data taliasutcome. This filtering had negligable
effect on the results, the only difference being when the&ad filter was used: under the 80-segment
analysis, this resulted in one less success in the SE conddind one additional success in the NE

condition. Under the 20-segment analysis there was one sooeess in the NE condition.

4.9.5 Clustering

We have obtained evidence that supports our hypothesisingtithe SCR and CER measures, but now
we return to the data plotted earlier, which we present dgatiwith graphs for both 20 and 80 segments
shown, Figur€Z4.18 and Figure 2119 . The two measures ateglagainst each other, first normalising
the CER and SCR data such that they all belong to interval$.[Onder the SE condition, we observe
the potential presence of two tenuously connected bundistiusters.

To formally dissect the two clusters of the SE condition we/mjaply a two-dimensional hierarchi-

cal clustering method. The method is characterised as &amplete-linkage’, see Sectibn 316.2. The
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Figure 4.19: (Normalised) CER versus SCRs, SE and NE conditishown on same scale). 20 seg-
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Figure 4.20:Left: (Normalised) CER versus SCRs with SE divided into two grauging Hierarchical
Clustering (complete-linkagelRight: The same graph is shown but for condition NE. The same divisio

of points is used (found by clustering the SE data), allovdogparison.

reason for doing this is to objectively split the data int@tgroups in order to find the greatest disconti-
nuity occurring (simultaneously) in the measures. Althoualysters are apparent in 20 and 80-segment
analyses, we restrict ourselves to consider the 80-segraset as this is likely more accurate as we
found significant differences between the first and secohathaf the experiment, but not quite in the
20-segment case.

The Hierarchical Clustering algorithm is applied, afterieththe final two clusters remain, and
these are shown in FiguEe“4120. Unsurprisingly, the twotehsscomputed reflect the two apparent
clusters we observed earlier (Figlite4.18 and Fifurd 419 time of the last observation in the first
group is 98 seconds, and the earliest observation in thendegroup is 99 seconds, and so the groups
are mutually exclusive. That there are these two distinatigs supports our operational hypothesis that

the CER would decrease as the SCRs increase.

4.9.6 Questionnaire Results

All participants completed questionnaires prior to andssgjuent to the experimental trial. The data
collected included firstly general demographical inforiorathat could be used to form explanatory
variables in the analysis phase, and secondly data to ghegmtticipants’ (immediate) state using the
Simulator Sickness Questionnaire (Kennedy &l al.,|1993%.r€maining data collected by questionnaire
was used to construct a subjective response measure ofipeeS®gether with the manipulated variable
(the experimental condition) these would be used to perfegression analyses.
The responses to the presence-specific questions are {@emroverall comparison in the box and

whisker plots of FigurEZ4.21. Carrying out a Kruskal-Walkist to analyse the presence scores between

questions and conditions, we find no significant differeretsvieen them. However, if the responses are
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Figure 4.21: Questionnaire: Presence Responses

combined to produce a single, overall, ‘presence scoregdeh person, we find a significant difference
between the conditions = 6.09, dof = 2, p < 0.048). The actual medians and interquartile ranges
for the responses to the individual questions are providd@abldZ.B.

Next, a regression is performed to analyse how the presemestignnaire responses vary with

respect to:
1. the manipulated variable (i.e. the condition)
2. the demographic factors recorded by the general questian
3. the objective eye-scanpattern responses measuredyshyi

In order to perform the regression analysis with the questdre response variable, which is ini-
tially in ordinal form, it is transformed to a binomial resps® with which a logistic regression may be
applied. To do this, the ordinal (Likert) scales are transied by counting the response to a question
that is above (or below) a threshold as a success in a Bermgaill Specifically, the binomial count
response variable represents the number of answers to ¢éiséannaire items having a response greater
than 4 (which was the neutral response.) Although this foaimsation leads to an inevitable loss of in-
formation (and thus) statistical power, it is straightfard and deemed an acceptable method to perform
a regression using the ordinal response variable — indégdntbthod has been a de-facto standard for

some researchers analysing such data in presence res8katen 4nd Garau, 2007).
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Presence Questionnaire — Summary of Likert responses
Question/Likert Statement Condition Median | Interquartile Range
Stress Environment 5.0 0.75
Q1. VR became the reality? Neutral Environment| 4.0 0.00
Random Environment 3.5 2.00
Stress Environment 4.5 2.25
Q2. Saw or visited? Neutral Environment 3.0 1.50
Random Environment 4.0 2.50
Stress Environment 55 1.00
Q3. Sense of VR or lab? Neutral Environment 4.0 2.00
Random Environment 4.5 2.00
Stress Environment 4.0 3.25
Q4. Similar to places visited? Neutral Environment| 3.0 2.25
Random Environment 5.0 2.50
Stress Environment 4.5 1.50
Q5. Lab, or was VR overwhelming[? Neutral Environment| 3.0 0.75
Random Environment 4.0 2.00

Table 4.8: Summary of Presence Questionnaire Responses-pniat Likert scale.

A backward and forward stepwise (AIC) regression selegtimtedure was used to determine the
independent variables of the logistic regression. This peaformed in R, using the stepAIC function
(of the MASS library). Potential explanatory variables ®ieall items on the presence questionnaire
(barring the presence specific questions themselves)s ifiemm the demographic questionnaire, and the
result of the Simulator Sickness Questionnaire. The piatieind then selected independent variables
are shown in TablE4.9. The overall fit of the selected modslmgasonable, explaining over 64% of the
variation (R? = 0.64).

As would be hoped, the manipulated variable was found tachffe subjective presence scores.
The SE and RE conditions elicited greater presence scoaestiie NE condition, being significantly
increased by over point. Presence scores from the SE and RE conditions werevepwnutually in-
discernible, neither of them affecting the presence scoyenzore or less than the other. This finding
is inconsistent with the results of the objective eye-sa#tiepn response, whereby the SE and NE con-
ditions were found to elicit similar responses in contrasthie RE condition. It is of note that when
asking subjects about their experience in terms of presémaiegreater scores are allocated to the more
unusual environments than the more typical scene (NE). Tieisense of novelty could be provoking
an increased perception being ‘present’ in the IVE. Moreliikhough (if the objective results are taken

into account) the novelty of an environment is biasing thg imavhich the experience is being reported.

While it might seem that students were prone to scoring highethe presence related questions,
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Potential and Selected Independent Variables
Variable Selected? Estimate| Std Error| p-value
(Intercept) Y -0.9553 | 0.8548 | 0.2638
SE condition Y 1.5369 | 0.6986 | 0.0278
RE condition Y 1.3084 | 0.6489 | 0.0438
Current status: Masters Student Y 0.5930 | 0.5830 | 0.3090
Current status: PhD Student Y 0.3931 | 0.7898 | 0.6187
Current status: Academic Staff Y -1.5651 | 0.8980 | 0.0814
Current status: Other Y -1.4281 | 0.6706 | 0.0332
Computer game hours per week? Y -0.1710 | 0.0847 | 0.0435
Felt nauseated after VR? Y -0.5159 | 0.2526 | 0.0412
Saw unrecognisable objects in VR Y 1.1738 | 0.4677 | 0.0121
Gender N
Extent of previous VR experience? N
Extent of daily computer use? N
Computer game expertise N
SSQ score N
Subjectively self-scored task performance N
Measured change in CER N

Table 4.9: Independent-variable selection for logistgression. The baseline condition was NE, and

the ‘Current status’ baseline is set as ‘Undergraduate’.
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only those from a non-academic background provided dataitpaificantly affected the presence score,

decreasing it.

While it is unsurprising that the number of computer-garers affected the presence score, the
size of the effect seems low compared with the other factidtsaregression. The direction of the effect
is as expected, with more time spent playing computer gagaeirig to a small decrease in the expected

presence score.

Itis interesting that the SSQ score did not appear in theessipn, while the question “How dizzy,
sick or nauseous did you feel resulting from the experieiieg,all?” does. It could be that this single
question appears to desire a more subjective and inforrspbrese than the direct and solely symp-
tomatic SSQ. One would otherwise expect these two varidblaave a similar effect on the presence

Score.

Positive responses to the question whether subjects dicenognise any objects in the environ-
ments had a significant positive effect on the presence stoffact, the strength of this effect is only
comparable to that of the manipulated variable itself. althh purely retrospective conjecture, it seems
that a person with a lower threshold for the ‘suspension stfelief’ may be more suggestible and thus
less likely to consciously question oddities within the iemwment. It seems unlikely that only some
people noticed the less defined elements and therefore hatliaed sense of presence, because there
were ambiguous elements clearly present in every envirahrier instance, the ‘empty picture frames’
on the wall, and of course all the elements in the random enmient condition. How people interpret
badly defined elements of an otherwise perceptible enviesriseems an interesting, and open, problem
for future research (see Sectlan215.5.)

Although there was no hypothesis regarding the questiomghath objects subjects remembered,
the data has been collected and classified. The objectstedpoere: sofa, chairs, door, wall, ceiling,

wall-socket, picture, virtual-body, column, and triargyle

As might be expected, there was no (overall) significanedéfiice between the ‘everyday’ objects
reported in SE and NE conditiond’¢z = 28, Nyg = 27, Fisher’s Exact Test, two-sided,o.f. = 9,
p = 0.890), while subjects viewing RE only reported seeing triar%bmwl the virtual-body. However,
there was a single notable difference in reporting the &lrhody between REvfrtualbody, = 7)
the SE (irtualbody, = 2) and NE @irtualbody, = 1) conditions. Thus, it would seem that the
familiarity of seeing one’s own body made a more striking iggsion when there was little else to
recognise however, this is just conjecture. It is also sohanteresting that five (5) of the fourteen
(14) respondents in the RE condition remarked that they didetognise what the displayed triangles
were. It is not clear what this might indicate, but the fa@rthappears to be such a subset within the

respondents could be of interest to researchers invasgaibstract environments.

30f course, no SE and NE subjects reported seeing triangles.
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4.10 Conclusions

This investigation set out to find evidence for the concemhimfimal visual cues, and secondarily to test
a novel perceptual-presence measure based on gaze. Rixtapt our operational hypotheses (Section
E2) were:

1. “Once the minimal visual cues are presented, a percepfiaimeaningful virtual environment is
achieved, and a stabilised perception should commence ypdéhresise that this will be reflected

by a significant drop in the entropy of eye-in-head moveménts

2. "Once minimal visual cues are presented, a perceptionroganingful virtual environment is
achieved, and there should be a physiological stress resfpven the premise that the environ-

ment is designed and is able to provoke such a physiologispbnse.”

The evidence as to whether or not there is a threshold at whichmal visual cues are present is
borne firstly by our physiological (EDA) results. The incsedn the SCRs due to stress is marked, as
evidenced by the graphs (Figulesl4.7 Andl4.20) and thetigtatiests showing a significant increase
in the skin conductance responses after our expected plominémal visual cues in a stress-inducing
environment, and this contrasts with the stress-neutrig) @hvironment.

The results support the hypothesis that entropy will dessreghen there is high-level perception,
that is, after a point of minimal visual cues. Although onhet80-segment analysis supported our
hypothesis with statistical significance, the 20-segmeatysis followed the same trend, and so it is
suspected that given a larger sample size, significance may/lieen reached under this analysis param-
eter as well. If we consider just the 80-segment analysés thilst the CER measure showed decreases
in CER around the midpoint of the experiment for the SE and Nid@ions, there was no discernible
change in CER for the RE condition. This concurs with theitheEGregory, since in the RE condition
there could hardly be successful perceptual selectiom, putit another way, the stimulus could not be
interpreted as something meaningful. Hence, if presenag\ies a perceptual selection response, then
CER appears to be a potential presence indicator. Thesadmdre in-line with the results bf Yarbus
(1967))/Buswelll(1935), arid Stark ef al. (1992) (see SeBlibral), who predict that the scanpattern over
a perceived stimulus has repetitive components. But thewlap aligned with Gregary’s (1977) theory
that until a meaningful perception is achieved, the evidefe. stimuli) is continually examined to
develop hypotheses. This examination process that ocefoséperceptual selection would produce a
scanpattern with greater entropy, and this is evidencedibyssults.

The cluster analysis also supports the hypothesis, pruyigk with the most likely time of the onset
of increased SCRs, between 98 and 99 seconds according 80thegment analysis. At this pointin
time only 65% of the environment's polygons are visible (Fed 4. 2P 423 arld 2124 show the state of
the environment for each condition at this point in time) nelethere was evidence of presence before all
the polygons of the SE condition were displayed, suggestiagminimal cues were already displayed.
This estimated time at which the transition seems to occocws with our hypothesis, because it is

before the environment is fully developed, implying that mimal cues threshold has been exceeded.
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Figure 4.22: Top down view of condition SE as displayed betwe= [96, 100), showing 65% of the

total environments’ polygons.
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Figure 4.23: Top down view of condition NE as displayed betme= [96, 100), showing 65% of the

total polygons.
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Figure 4.24: Top down view of condition RE as displayed befe= [96, 100), showing 65% of the

total environments’ polygons.

The fact that the series of observations in the two clusterscansecutive with no overlap between
clusters implies a strong correlation between the two nressas there is a one-way transition between
states. The duration of this transition appears to be of agtaximum of 11 seconds, as estimated from
the number of apparent observations made between the ta@din Figur&Z.20. This ‘trail’ between
the clusters is likely to be an artefact of the process usedauce the graph itself, the averaging across
participants, and because the response would occur atigldjfiering times for each participant. This
change is also indicative of a discontinuity that would anpany the expected Gestalt, or sudden shift in
perception. Again this supports the minimal cues theorphasstwould otherwise be a linear transition
between the states, forming a single cluster stretchederetpected direction of the CER and SCR

changes.

The eye scanpattern measures, the Euclidean distance@@ER, did not perform as expected.
Unlike the CER measure, the Euclidean distance was in factlolged post-hoc (with respect to the
experiment) to determine whether a more simplistic measugat produce similar results to the CER.
Due to the much simpler and direct approach of using a Euatfisieeasure, it was thought that it would
provide a weak but significant result. In contrast, the CERisuee reflects the transitions of the eye
scanpattern less directly (not comparing specific tramsstiin a like-for-like manner) — although it
much better reflected the concepts and rationale behindymaothesis. In practice though, whilst the
Euclidean measure could not distinguish between the foemédatter scanpatterns, the CER measure

exceeded expectations and appears to have been able tmdist@een the immersive virtual environ-
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ments presented. This result supports the concepts thatli;nolur scanpattern hypotheses, the concepts
suggested by Ellis & Stark, and Gregory. The Euclidean Meadaes not feature in the remainder of

this thesis.

Regarding the number of ROls, in theory, the CER could be egetpbfor a 2x2 transition model,
which could represent exactly two (2) ROIs. In practiceisdhd Starki(1986) was able to successfully
use the CER measure to differentiate scanpath entropy vaisiag just eight (8) ROIls. Given the
extensive stimulus of the IVE (i.e. that it entirely surrasrihe observer), this number could certainly be
considered as an initial lower bound on the number of ROIs/fich we can usefully compute the CER.
On the other hand, the number of segments (ROIs) that we osddsiot be too large, as we would have
to sample an exponentially increasing number of transitionour model, as explained in Sectlon316.1.
The number of segments we have used (80 and 20) was beenalglaticcessful, but the ideal number
would undoubtedly be dependent upon the specific IVE to sottene However, there appears to be
a fair degree of tolerance, given that the effects we expdoteee were apparent to some extent using
either 80 or 20 segments, and there is no reason to believthtse values could not be used in other
similar experiments. The most important characteristihiefsegmentation of the scene is that it divides
regions that contain salient locations, and our originalggstimates” of 80 or 20 segments appear to

have been successful.

In considering the questionnaire responses, it has beatgglodut by Slater and Galfeu (2007) and
Gardner and Martiri (2007) that the utilisation of ordinallsaesponse data in a regression context must
be carefully considered. As such we utilised the considemmtoach of the SUS analysis method that

entails a logistic regression analysis.

It is interesting that the questionnaire could discernedéhces in the presence score between
{SE,NE}, and{RE,NE} but could not discern a difference in presence scores bat&&eand RE —
whilst the objective CER measure discerned both SE and NE thgbinct from the RE condition. Since
the RE condition was meaninglessandom-polygon environment, this raises further doubtaiaibole
reliance on ‘presence questionnaires’ that are based astigqoe that are not sufficiently defined. This
backs up the finding of Slater (2004) that people will always fa way to interpret a questionnaire as
meaningful, even if it is not. Although just conjecture, dtutd be that the questionnaire is eliciting a
subjective score of vividness in terms of novelty, as thitésmost obvious way in which the NE condi-
tion differs from SE and RE: the NE condition presents thetrptasn or unsurprising environment and

is associated with the lowest presence scores.

It seems that the most influential (significant) regressiedigtor variable was the manipulated
variable: the environment condition. After this, there fmar other explanatory variables that appeared
in the regression model: ‘Unrecognised objects’, 'Dizayiseated’, 'Computer game hours’, and ‘Sta-

tus’.

Of course it is not surprising that the reporting of ‘Unrenimgd objects’ was found to lead to
a decrease in the presence score as this would likely ddtoantthe experience. However, the RE

condition was scored higher than NE, even though it had nagreéisable objects at all. But in this case
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it is probable that the question over unrecognisable objetght be interpreted differently, as it may
be considered to be asking whether the subject recognisetisimgles. In other words, it is possible
that the use of ‘Unrecognised Objects’ as a predictor vaiabuld be related to the propensity of the
participant for cognitive dissonance (keeping their mgnuadrthe experience consistent with how they
think they should answer the questionnaire). However,rénggiires further investigation. Because of
this, the presence score and the ‘Unrecognised objeciablamere tested for correlation for the SE and
NE conditions. Both environments still included objectattivere, by design, ambiguous and unlikely
to have been recognised. The ambiguous items were cleaagied blank ‘picture frames’ placed

on the wall, which were in fact just singly coloured (yelloe)boids. The correlation was slightly too

weak to be significant (Pearsen= 0.52, dof = 13). Nevertheless, the overall finding is that the
acknowledgement that one did not recognise objects in thieoerment was related to lower scoring of

presence.

Of the demographic questions that remained in the stepeggession, the ‘Current Status’ variable
had the greatest effect on the presence score. It had a sagntifiegative relationship to the presence
score when the response was ‘Other’. This particular respdamdicated that the subject was not a
student, nor an academic, nor a researcher, nor part ofmoadepport staff. Why this should reduce the
presence score is unclear though of interest, but to prabetiestion a larger study would be required
to obtain more data. Such a study should investigate thelplitysthat bias was due to differences in

how the questionnaire is understood and/or approachedyether due to a more objective factor.

Subjects were asked whether they felt dizzy, sick or naedesdter the experience. This predictor
variable was found to significantly decrease the preserare sds noted earlier however, the Simulator
Sickness Questionnaire was not included in the regressibith is somewhat odd. Either the impor-
tance of individual elements of the SSQ was lost in the coatpmrt of the overall SSQ score, or the
SSQ is being rated differently to this more direct questidne might conjecture that because the SSQ
directly asks about particular symptoms, it may be less@torsome bias that appears in the responses
to this questionnaire item. Alternately, perhaps thereoimes subtle factor that it is missing from the

SSQ. It seems that this is another avenue for further relsearc

The last item that appeared in the regression regards thbenurhhours per week that the subject
spends playing computer games. This had the weakest ahitsmgigificant effect on the presence score
of all the independent variables. The variable reduced teegmce score by abaut 7 points, which is
rather negligible. Given that the environments were in ng ascompelling (in terms of dynamics or

richness of content) as a commercial three-dimensionapaben game this is not too surprising.

Regarding the apparent conflict between the resulting gasm®py (CER) measures and the
presence-questionnaire scores, it must be kept in mindréisaits have to be interpreted according
to the measures used. The presence questionnaire ressltbenwegarded as reflecting the subjective,
cognitive, and contemplative experience of the subjectsweaver, the gaze entropy (CER) measured
how the subject’s body reacts in a more autonomous sensehefs measure different phenomena, it

is not especially surprising that their results may seenilicting. Such differences are to be expected
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in many instances, and similar differences between subgemports and behavioural measures have
been found previously (Freeman el al., 2000; Slater,|200a).measures pointed in the same direction

and were highly correlated this could indicate a very strergerience of presence. However, in any

investigation of presence, an a-priori definition of presemust be provided and in this experiment, the
focus was firmly upon the gaze entropy (CER) and skin condgeteesponses as being RAIR measures,
and so we defined our operational hypotheses in terms of.these

More recently, such ‘presence questionnaires’ have beed alngside other types of measure
such as behavioural and physiological measures, rathebttiag relied upon as the sole measure. This
change has been due to difficulties in defining and commdunig#éte concept of presence through a
questionnaire format. The results of this experiment mlgghtsaid to demonstrate this problem and
support this trend away from the sole use of ‘presence quesires’. However, it certainly cannot be
said that questionnaires are problemaiic sewithin the field of presence research. As an example,
Mania et al. [(2005) used a well-defined questionnaire to @miperimental subjects concerning their
memory of objects within an IVE. Asking subjects whetherythemember objects is a better defined
question than asking about presence directly, and if arehagopropriately could indicate the construc-
tion of as-if-real memory-schema based on the IVE. This,fiacg could provide gost-hocRAIR
measure of presence.

It is hoped that the findings herein will be useful to presemsearch in the future, in particular
to enable the determination of states of presence whenierpérg immersive virtual environments.
Having the ability to compare empirical scanpatterns te¢hexpected in IVEs could be an important
facility for presence research analysis, especially duthéonature of IVEs which is typically biased

toward a visual experience.
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Chapter 5

Post-hoc Analysis of Experiment |

5.1 Introduction

In the previous chapter a novel measure was developed tetigate minimal cues and the presence
phenomenon using eye scanpatterns. The results thusethtaid credibility to that method (computing

the Conditional Entropy Rate of a scanpattern). In this tdrape investigate one way in which we might

improve the practicability of the methodology, by considgmwhether eye-tracking is really necessary
to use this method. This is related in our third research tipresResearch Question 3Cbuld our

gaze-scanpattern methodology be useful, given only an apmximation of the line-of-sight?’

5.2 A Problem Encountered

In practice, the research described in this thesis leadeo@sideration of the eye-tracking method that
was being employed. This was due to difficulties experiemtestecuting Experiment I. Our first-hand
experience in using the eye-tracking equipment demomestthat even with years of experience at least
some systems (such as ours, an Applied Science Labs 50taekéng device) can be very difficult to
operate. The particular problem that we encountered erttal use of an eye-tracking device set in a
confined space; specifically, our device was attached by #reifacturer to a head-mounted display and
head-tracking system designed to allow head movementsidaing virtual environments. The eye-
tracker system is based on an infra-red (IR) light sourcevésheb camera. The device locates the user’s
line-of-sight from the retinal IR reflection and the (firstrKieje) corneal reflection when the IR source
is shone toward the eye (see Figlird 5.1). The IR source istdit¢o the eye from behind a half-silvered
mirror, and then reflected from a beam splitter to the eye.CEneera views the eye as reflected back via
both the beam splitter and the mirror (Figlitd 5.2.) Due tathdined space in which the device is fitted,
some users found the device would push against the facehancbiuld move the device if not secured
tightly. For the majority of people, the device would reguadjustment to align the camera and infra-red
light source with the eye, to get it to sit right, and so thawdtuld give the best possible result when
calibrating. There were certain persons for which pupibggition and identification of the corneal
reflection were more difficult or impossible to obtain. Thé&dared light source had a variable output,
and the lighting conditions in the lab never changed: thenewo windows of any kind. There appeared

to be two main sources of the problem. First, there seemed thfterences in the pigment or material
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Figure 5.1: Perkinje based infra-red eye-tracking. Adafter clarity) from the Applied Science Labs
501 Manual.
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Figure 5.2: ASL 501 eyetracker configuration. (Head-Modmésplay not shown.)
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surface of the eye that affected the recognition of the paupd corneal reflection. Secondly, the facial
shape and the seating of the system on subjects’ heads dffeldsdfficiently to cause a detrimental
effect to recognition, as the path between the eye-tracietttze eye was adjusted for each person. Due
to the complexity of the problem it was not possible to stuuky problem sufficiently to determine its
exact cause. Reasons for this were the fact that it was umctabfe to adjust the equipment, and to
wear the equipment for long periods of time, for instancegkr than 15 minutes or so.

The eye-tracker problems were not only the experience sfdhthor, but were at the time ac-
knowledged by support staff of the manufacturer who wereblentd improve the system either, even
though they had full physical access and were given a dematiost of the problem first-hand. One
person of their staff explained, only by way of personal fe@ communication, that the problem lay
in the fact that the eye-tracker was in fact a customisatioa won-HMD but head mounted system,
and so not originally engineered for this purpose. The samiglms have been experienced elsewhere,
and a paper was specifically published on this topic (Sclenand Todd, 2000). Despite this obstacle,
Experiment | was completed although with fewer particigahtan were originally hoped. Some other
researchers have also published results with the samemegnipalthough the number of participants is
typically fewer than the number in Experiment |, it being #eeond largest study in the following list
of publications using this equipment:_Triesch et al. (20BfAvhoe et 21..(2003); Triesch et &l. (2003);
Jovancevic et all (20D€); Mennie et al. (2007). It is therefoot so surprising then that eye-tracking has
been largely limited to research contexts to-date, althowyv technology is emerging.

For the above reasons, it seemed both sensible and integy&sinvestigate whether we may obtain
similar results to those presented in the experiment of theiqus chapter by using only head-tracking
data. This lead to the following analysis. Throughout thiapter, when eye-tracking data is composed
with head-tracking data to determine the line-of-sighis iteferred to as EyeHead data. When the line-
of-sight is estimated solely from the head-tracking ddtantthe data is termed HeadOnly data. The
line-of-sight in the latter case is computed identicallythiat of the eye-tracked method but the axis of

the eye is always taken to be looking directly ahead of thgestib

5.3 Transition Analysis

To attain a sense of the extent to which EyeHead and Head@udydiffer, we first consider them in
general, by looking at number of segment transitions thatioander each source of data. Figures$ 5.3,
B4, and5F demonstrate that the differences between thedurces do not differ greatly. This is a little
surprising, as it was thought that the additional data frieendye might lead to a higher variability in the
data, increasing the overall number of transitions. Wil is case in general, the paired samples are
not significantly different from each other at the= 0.05 level (tested using Wilcoxon rank-sum non-
parametric two-tailed test) with the exception of the REsegment conditioni{’ = 141.5, p—value =
0.049).

Another way in which we can compare the two data sources isldiying both of their values
over time. Plots were examined for each participant, tha daeach case being processed to provide

the angle of rotation around the vertical axis, over time. ekxemplar (plot) is provided in Figute’.6
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Figure 5.3: SE: Comparison of segment transitions made wtiésing eye-tracker data (EyeHead), and

when discarding eye-tracker data (HeadOnly).
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Figure 5.4: NE: Comparison of segment transitions made witiéining eye-tracker data (EyeHead),

and when discarding eye-tracker data (HeadOnly).
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Figure 5.5: RE: Comparison of segment transitions made witiésing eye-tracker data (EyeHead),

and when discarding eye-tracker data (HeadOnly).

(see also FigurEd.7.) From this figure, it is clear how theitamthl data available when using eye
tracking modulates the data arising from the head-tracktingce. However, the EyeHead data tracks

the HeadOnly data rather closely.

We shall call the angular difference between the EyeHeadHaad Only values thedivergenceThe
divergence of the EyeHead line-of-sight from the HeadOinlg-bf-sight (in degrees about the vertical
axis) was sampled and is presented in Fifiurk 5.8. Five tmou&®00) randomly selected point-samples
of this divergence were taken from an exemplar subject, eord the figure the sample appears to be
somewhat normally distributed (when applying the Shaplfitks test of normality, the null hypothesis
that the data is normally distributed was rejected with= 0.05, though not too surprising given the
largen). The divergence between the two line-of-sight variabkes &0 mean of (all following figures in
this paragraph are given to 2 d.p) 2.35 degrees and standaiatidn of 7.87 degrees. We can compare
this divergence with the 5000 samples of the LOS angle jtaslfaken from the HeadOnly data. We find
this LOS angle to have a mean of -27.94 degrees, and a statheldadion of 30.55 degrees dwarfing the
divergence due to the modulating effect of eye-tracking.tRe EyeHead data the mean LOS angle is
-25.07 degrees, and the standard deviation is 29.96 dedskesatively, we may show the relationship
between the EyeHead and HeadOnly data line-of-sight bytadion. By randomly selecting just twenty
(20) data points from the larger (5000 element) sample, #wd®dn correlation of the EyeHead and

Headonly data results in a statistically significant valtie & 0.97 (¢ = 18.13, p — value < 0.01).

The divergence between the EyeHead and HeadOnly data isgeoent when viewing both the



5.3. Transition Analysis 144

Line—of-sight rotation about vertical axis
(Single subject)

.... = EyeHead

100 150

- ___=HeadOnly

50
]

=50
]

rotation (degrees)
0
l

-150

| | | |
50 100 150 200

time (secs)

Figure 5.6: lllustrating Line-of-sight Divergence: Eyedtktracking and HeadOnly tracking plotted on

the same graph.
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Figure 5.7: (Magnified) lllustrating Line-of-sight Divezgce: EyeHead tracking and HeadOnly tracking

plotted on the same graph.
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Figure 5.8: Histogram of 5000 samples of the divergence®fjeHead line-of-sight from the Head-
Only line-of-sight.
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EyeHead vs. HeadOnly scanpaths (180secs)
3D data projected to the y-z plane
(Single exemplar subject)
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Figure 5.9: Scanpatterns with EyeHead, and HeadOnly data.

vertical and horizontal vectors are composed. A two-dirimerad plot of y against z values is shown
in Figure[&.®. It might be noted from this figure that the figatipoints are not directly observable
from the HeadOnly data, which could be a disadvantage foresapplications where eye-tracking is
not available. The HeadOnly data also seems quite a gergyedxdmation of the line-of-sight in this
plot, as compared the previous Figuted 5.6[anH 5.7. On tlex btnd, the head-tracked data does not
suffer from recurrent eye-tracking loss and artefacts,natance of such an artefact is obvious in the
upper left quadrant of the figure, where a few large movemdafets appear. The addition of eye-
tracking data provides strong indicators of the points wHixations were made, which appear looking
somewhat like ‘bird nests’ dotted along the scanpattericaBse eye-tracking data modulates the head-
tracked signal, we might expect the entropy of the compogedrd head data to be different to that of
just the head data, either adding more variation leadingdatgr entropy levels, or possibly reducing
entropy levels if strongly affected by top-down cognitidy calculating the CER, the rate of entropy
per transition arising from our scanpattern ‘models’, addriig samples of the CER from experimental
participants, we may compare the distributions of samuebdth EyeHead and HeadOnly data. Forty

(40) instantaneous samples were taken at random pointsenftr all subjects in the NE condition.
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Figure 5.10: Conditional Entropy Rate for each configuraibHeadOnly, EyeHead, 80 segments, and

20 segments.

All conditions produced similar results. The result is shdw Figured[5.ID for both 20 segment and 80

segment ROIs.

There is surprisingly little difference between the datdhaf 80- or 20- segment pairs, and if we
test for a difference (for which we use a two-sided non-pataic Wilcoxon rank-sum test), we find
that the sample distributions are statistically indis@@dmin both cases (80-Segments:= 40, W =
750, p—value < 0.636, and 20-Segments: = 40, W = 866, p —value < 0.531 respectively.) It ought
to be remembered that the Wilcoxon rank-sum test should shwodifferences not just in the location
and variation of the distributions, but in their form. It istnsurprising that the entropy is generally
greater in the 80 than the 20 segment case. Before data isleg;ahe transition matrices are initialised

with equal transition probabilities between pairs of segtmas explained in Secti@n Z417.2.

The reason that the differences between EyeHead and Head@xalare clear in our 2D plot (Fig-
ure[5.®) but not in our analyses and statistics is likely dueur method of data processing. Although
fixations are clearly seen on the plot when using the eyd«raour data processing algorithm esti-
mates these points by assuming that a fixation has occurmeathe line-of-sight has settled upon a
segment for longer than a temporal threshold (as explam&etiorZ3.411). In essence, the relatively
large segments act has a low-pass filter for informationrgdddrom the eye-tracker, meaning that Eye-
Head and HeadOnly data are similar. Although some infolmndtiom eye-tracking is inevitably lost,

the use of temporal thresholds to estimate fixation timesimsroonly applied in eye-tracking analyses
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Figure 5.11: Fixation contingency matrix for EyeHead versleadOnly tracking illustrated with 20

segments.

(Duchowski) 2003). However, the segmentation method weaaigetermine regions-of-interest is less

common.

5.4 Fixation Analysis

Although we have been considering transitions, some typesayses require a greater data density
than the relatively sparse transition matrix. If we consimé participants as sources of information, we
may view the fixations of the two sets of data together (i.e.BheHead and HeadOnly data) as receivers
of that information, and we can tabulate a contingency méfigure[5.T1l). To populate the matrix, we
take samples at random intervals throughout the experahdata to ensure that each is independent of
the others. If we were to take each consecutive sample ofatamge would find that there is dependency
between the samples because, for instance, lag betweeyetha@ head arriving at the same ROI would
introduce correlations in adjacent samples. To avoid tisswait for a (uniformly) random number of
seconds between each sample, with the time between beirggadhan 10 seconds, and no more than
15 (i.e. 12.5+/-2.5) seconds. This procedure provides tisaviotal number ofi = 500 samples to be

analysed in the following section.

Statistical independence
It is natural for us to expect that the EyeHead and HeadOn#rdif-sight data are correlated, and so
we may test this by applying the chi-square independentewbere the statistic is calculated in the

standard way:
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2
=y OB 5.1)

WhereO represents the observed frequencies of the joint eveniebliétyeHead data determines a
fixation of ROl and HeadOnly data determines a fixation on ROThe expected frequencies, denoted
by F, are computed by multiplying the marginal probabilitiestioé EyeHead and HeadOnly events
respectively, and multiplying this value by the total numbgobservations made. As usual, we require
that each of the elements has a value of at least 5 in ordemthahay apply a chi-square test. To
achieve this we consolidate the data by reducing the maméxte 4x4. This requires us to re-classify
the sampled fixations to these much wider bins. Each of thegtents is therefore randomly mapped
to one of 4 new pseudo-segments, and the fixations are mappbd hew 4x4 matrix. We include,

impartially, the data from all three conditions (SE, NE artg) RThe matrix obtained is:

102 5 25 26
6 42 7 12
15 5 78 13
22 8 22 112

(Number of samples; = 500)
Applying the chi-square test of independence after thicgudare results in a large value of
(X2 > 467). The 4x4 contingency matrix, and the number of participdirtm which the samples were

drawn determine the number of degrees-of-freedom as:

dof=(A—-1)x(4-1)=9 (5.2)

These values lead us to reject the null hypothesis that #tglitions are independent ¢ = 467,
d.o.f =9, p —value < 0.0001). This is not too surprising as the EyeHead data is indeedetkefrom

HeadOnly data, and one might expect this relationship t@anetintact to some degree.

Information theory independence

We may also turn to information theory, which can be used ttebéescribe the relationship between
the information content of the two data sets. As illustratedFigure[5.IP, based on an explanatory
conceptual diagram attributed (by Attneave, 1959) to QeirEt953), from the matrix we can calculate
the entropy estimates? (EyeHead), H(HeadOnly), H(EyeHead, HeadOnly) (joint entropy), and
T(EyeHead; HeadOnly) (the mutual entropy). The joint entropy represents theogytof the events
at the two receivers viewed as a single simultaneous evér@.nutual information is the information
commorto both the EyeHead and HeadOnly data. From sample datagtes for each of these values
may be computed using the equatibnd 5.3,[5.4, 5.9 ahd 56a#te, 1959). (It should be noted that the

base of log operations in the context of information thesraken to be 2 unless stated otherwise.)

1
H(EyeHe =1 - — il i .
(EyeHead) = logn - zl:n ogn (5.3)
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Figure 5.12: Entropy of two sources, their joint informatiand mutual information.

1
H(HeadOnly) =1 - i1 ; 5.4
(HeadOnly) = logn n;nj ogn; (5.4)

N 1
H(EyeHead, HeadOnly) = logn — — Z n;,;logn; ; (5.5)
" :

.3

T(EyeHead; HeadOnly) = H(EyeHead) + H(HeadOnly) — H(EyeHead, HeadOnly) (5.6)

By applying the first three of these equations to our sampéed, dve obtain the following values.

Each value represents the expected number of bits of intosmper fixation on a group of segments:

H(EyeHead) = 1.919 (5.7)
H(HeadOnly) = 1.923 (5.8)
fI(EyeHead, HeadOnly) = 3.313 (5.9

We can see that EyeHead and HeadOnly fixations have a vergsiaviel of entropy. We may now
calculate the mutual information as:

T(EyeHead; HeadOnly) = 0.530 (5.10)

The computed mutual information is small in comparison tittiormation arriving at the receiver
EyeHead (0.530 versus 1.919 respectively). So althoughlgaelOnly and EyeHead methods appear
to be operating similarly (evidenced by their similar epirdevels at approximately 1.92 bits to 2 d.p.),
the actual information content differs by a relatively kagmount. This indicates that the HeadOnly
line-of-sight moves between ROIs roughly to the same exsiiEiyeHead, but not always falling upon
the same region. We might presume that the differences imenthe LOS falls is because the HeadOnly
data would be less accurate. It is also likely that if the siakthe segments were smaller, then there
would be a difference in entropy between the HeadOnly andHEgd data. But these last two thoughts

must be considered no more than conjecture. That the enualpgs are similar means that although
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possibly less accurate than the EyeHead data, the Head@tdynahy well suffice for our purposes
(entropy comparison) and even more so for a 20 rather thase§tent analysis.
The computed mutual information has a chi-square disfobwnd they? statistic may be approx-

imated directly from its value. (Attneavie, 1959) as:

x? ~ 2(log, 2)nT = 1.3863nT (5.11)

Wheren is the number of observations afidis the mutual information. The resulting value may
be used to test the null hypothesis that the true mutualimdtion value is in fact zero. The statistic is

thus calculated from our sample as being:

¥? ~ 1.3863n x T(EyeHead; HeadOnly) = 1.3863 x 500 x 0.530 = 367 (5.12)

This value encourages us to reject the null hypothesisjgirayevidence that the quantity of mutual
information is non-zeroX? ~ 367, d.o.f = 9, p — value < 0.0001), which confirms our result (above)
when we tested for independence of the EyeHead and Head@tal\{ske the previous Sectlonls.4).

Having noted that the EyeHead and HeadOnly entropy vatiidsye H ead) and H (HeadOnly)
appear to be very similar, we examine the difference betwheem and find that in fact it is statistically
indiscernible X2 ~ 2.773,d.o.f = 9, whereas the critical value would be 16.918 to 3 d.p). Thekimgr

is shown here:

X2 ~ 1.3863n x | H(EyeOnly) — H(HeadOnly)| = 1.3863 x 500 x (1.923 —1.919) = 2.773 (5.13)

20-segments

Increasing the size of the segments and recomputing eatiesd imeasures should lead to an increase
in similarity between the EyeHead and HeadOnly data. Thizeisause on average the eye then has
to diverge from the ahead-axis further in order to put it oustep with the ROI determined by the
HeadOnly data. Therefore, the mutual entropy should iserealative to the entropif (EyeHead).

Sampling as before, we obtain the following 20-segmentimatr

77T 10 14 8
20 137 5 6
9 11 83 8
26 5 10 71

(Number of samples; = 500)

As a routine check: testing for the Chi-Square independeh&sgeHead and HeadOnly data (the
null hypothesis), we reject the null hypothesis that théaldes are independent having obtainédl >
629 (d.o.f =9, p — value < 0.0001).

The information theoretic values are as follows:

H(EyeHead) = 1.969 (5.14)
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H(HeadOnly) = 1.973 (5.15)
H(EyeHead, HeadOnly) = 3.161  (joint entropy) (5.16)
T(EyeHead; HeadOnly) = 0.782 (mutual information) (5.17)

If we compare the mutual information under the 80 and 20 segeeses, we find that under the
80-segment analysis the mutual-information represen%2 6f the EyeHead entropy, whereas under
the 20-segment analysis it is 39.7%. This is a notable diffee, and as expected the HeadOnly and

EyeHead methods have more commonality when using 20 segmahér than 80.

5.5 Head-tracked data in isolation

After finding through the above analysis that EyeHead anddBedy data are a good deal alike as

regards entropy, we now turn to put this knowledge to usehikgection we apply the tests used in
the experimental analyses from Experiment I, to HeadOniig.daur aim is to find evidence supporting

whether in practice we may be able to substitute HeadOnlg ftat EyeHead data, thus potentially

eliminating the need to use an eye-tracking device in fuéxmeriments. We use data from the same
subjects that took part in the experiment of the previouptgra

We first test whether the data of head movements alone (withaitracking) will reflect the min-
imal cues threshold as before (Experiment I). The CER aeslf@gross participants is shown in the
Figure{5.IB. The data obtained from head-tracking onlylt®# the response variable values shown
in Tabled51l anfH.2. The same statistical analysis isechotit as is done in Sectibn#.9, and as before
we use the same one-sided sign test. The hypothesis-teksrase shown in Tabled.3.

From a subjective point of view, the graphs and the resultsvicthe same trend as before. The
CER appears to decrease under the SE condition (and the Niioarthough to a much smaller extent),
and CER does not appear to decrease under the RE conditiom.oriif differences are that for 20
segments the change in CER under the SE condition is sigmifiaad the change in CER for the NE
condition no longer reaches significance, having one lesmhial ‘success’. The results here afmost
identical between the 20 and 80-segment cases. The remititsa similar to those found in Chapiér 4.
(Experiment I).

We also plot CER against SCRs, using the clustering teclenim(objectively) find a point at which
to dissect our clusters. As before, we find there does indegelaa to be two distinct clusters within the
SE condition and not with the NE condition (Figutes™.14 addip

Perhaps the most noticeable difference between thesegsidtthe ones from the original exper-
iment analyses is the amount of time over which the changeappo occur. This suggests that the
use of an eye-tracker is of particular value for increashgtemporal resolution when monitoring the
entropy of eye scanpatterns, though perhaps not necessaigtecting an overall difference between
(or change in) states. In the 80-segment case the two dustersplit between [98,99) seconds, which
is the same as our previous finding. In the 20-segment case iheverlap between the two clusters,
though only of 2 seconds which seems rather negligible givatwe are using low temporal resolution.

From our response variable definitions, the maximum tempesalution we could expectis 1 second.
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Gaze CER, 80 segments Gaze CER, 20 segments
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Figure 5.13: Conditional Entropy Rate for HeadOnly dat&raged across participants £ 28).
NB: An even clearer picture is given if one considers thedagyoup of participants by including those

for whom eye-tracking was not calibrated £ 42). This is provided in AppendiXIB.
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Participant| Condition | Mean CER Before Midpoint Mean CER After Midpoint| Difference
1 SE 5.991 5.703 -0.288
2 SE 6.184 5.853 -0.331
3 SE 5.983 5.764 -0.219
4 SE 5.881 5.731 -0.150
5 SE 5.646 5.392 -0.254
6 SE 5.750 5.444 -0.307
7 SE 5.598 5.731 0.133
8 SE 6.167 5.549 -0.618
9 NE 5.312 5.331 0.019
10 NE 5.367 5.087 -0.280
11 NE 5.245 5.199 -0.046
12 NE 5.345 5.329 -0.016
13 NE 5.493 5.356 -0.137
14 NE 5.680 5.668 -0.012
15 RE 5.536 5.486 -0.051
16 RE 5.767 5.734 -0.033
17 RE 5.459 5.471 0.012
18 RE 5.629 5.569 -0.060
19 RE 5.633 5.468 -0.166
20 RE 5.402 5.419 0.017
21 RE 5.590 5.653 0.063
22 RE 5.905 5.774 -0.131
23 RE 5.567 5.506 -0.061
24 RE 5.521 5.822 0.301
25 RE 5.270 5.279 0.009
26 RE 5.666 5.899 0.234
27 RE 5.571 5.622 0.051
28 RE 5.518 5.508 -0.010

Table 5.1: The effect of ‘minimal visual cues’ in HeadOnlaepatterns, 80 segments.
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Participant| Condition | Mean CER Before Midpoint Mean CER After Midpoint| Difference
1 SE 4.149 3.806 -0.342
2 SE 3.480 3.654 0.174
3 SE 3.857 3.717 -0.140
4 SE 3.757 3.276 -0.481
5 SE 4.288 3.567 -0.721
6 SE 3.796 3.501 -0.295
7 SE 3.730 3.564 -0.166
8 SE 3.612 3.062 -0.550
9 NE 3.488 3.341 -0.147
10 NE 3.649 3.680 0.031
11 NE 3.296 3.286 -0.010
12 NE 3.256 3.126 -0.130
13 NE 3.225 3.010 -0.215
14 NE 3.310 3.120 -0.190
15 RE 3.368 3.421 0.053
16 RE 3.812 3.717 -0.096
17 RE 3.400 3.432 0.032
18 RE 3.594 3.635 0.041
19 RE 3.493 3.354 -0.140
20 RE 3.371 3.321 -0.051
21 RE 3.590 3.612 0.021
22 RE 3.871 3.718 -0.153
23 RE 3.596 3.412 -0.185
24 RE 3.429 3.665 0.236
25 RE 3.261 3.216 -0.045
26 RE 3.536 3.809 0.273
27 RE 3.492 3.5628 0.036
28 RE 3.480 3.494 0.014

Table 5.2: The effect of ‘minimal visual cues’ in HeadOnlaepatterns, 20 segments.
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Gaze CER vs. SCRs
for Stress—inducing condition
t = [30,209], 80 segments
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Figure 5.14: HeadOnly CER versus SCRs, SE and NE (80 Segm&gtsnd NE data divided into two

groups using Hierarchical Clustering (complete-linkage.
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Gaze CER vs. SCRs
for Stress—inducing condition
t = [30,209], 20 segments
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Figure 5.15: HeadOnly CER versus SCRs, SE and NE (20 Segm&gtsnd NE data divided into two

groups using Hierarchical Clustering (complete-linkage.
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CER Measure
H,: Change in CER is -ve (i.e. CER decreases)
Conditions: SE(n=8), NE(n=6), RE(n=14)

Segmentg
Condition | 80 20
SE n="7/8p—value < 0.036 | n="7/8,p— value < 0.036
NE n=>5/6,p—value < 0.110 | n=15/6,p — value < 0.110
RE n="7/14,p — value < 0.605 | n =6/14, p — value < 0.788

Significant p-values« = 0.05) in bold

Table 5.3: Change in CER, HeadOnly data, both 80 and 20 seégmen

Overall the graphs look remarkably similar to the originadkysis, and the difference in the lack
of definition that now appears is, from a conceptual pointie#w not too surprising due to the lack of

eye-tracking.

5.6 Conclusions

It has been very useful to have carried out analysis of Hebd@ata, particularly as eye-tracking had
proven to be an especially difficult technology to use withtipgpants that are expected to move around
while using an HMD. As well as making the rest of the equipnferther uncomfortable for the wearer,
the eye-tracker set up and calibration for each participastfrequently too difficult to complete, which

led to an excess of potential participants for whom the egeipt did not work sufficiently well.

It was not expected that the HeadOnly analyses would praesldts almost on par with those from
the eye-trackednd head-tracked subgroup, although they were not quite sigmifin some cases. The
positive outcome of this is that we believe that HeadOnladgith a slightly larger subject pool will
lead to significant results using a simpler, more robustrteldyy, and thus widens the population of

participants that qualify for future studies.

Our analysis provides evidence that the quantity of mutfarmation found between the EyeHead
and HeadOnly data is significant, and that their level of@trappears to be very similar — at least
when the ROIs are as large as ours (using 80 segments or févgesich, to some extent EyeHead data

may be substituted with and approximated by HeadOnly data.

The analysis in Sectioil 8.5 suggests that for similar erpents head-tracking alone should be
considered as a potentially viable and more efficient mefbodxperimentation than by employing an

eye-tracker. This is further tested empirically in Expezithll (ChaptefD).

Throughout our analyses we have seen that in both an 80 asddtfientation of the environment
reasonably similar results arise. The only major excefboimd was that under a 20-segment analysis

the mutual information between HeadOnly and EyeHead dataases from 27.6% to 29.7%. This is
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not so surprising, as using head-tracking data alone tmattithe line-of-sight with a higher resolution

(i.e. 80 instead of 20 segments) is likely to lead to greaitm’rgencg values.

1As explained at the start of the chapter (Secfiol 5.3) dawrg is defined as the angular distance between the actual eye

line-of-sight and the line-of-sight as estimated by usirgditracker data alone.
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Chapter 6

Experiment Il: Comparing a Real World

Environment with IVEs using Gaze Tracking

6.1 Introduction

In this chapter we investigate the fourth and fifth reseansdstions of this thesis. The first of these is
Research Question 4Dbes the gaze scanpattern in an IVE correlate with that of theeal world,
when present? An experiment is designed to provide evidence that an IVRedrsceived in a similar
way to a real world environment. We are interested in thigbee in order to measure the success of an
IVE to induce presence we require some frame of referenctbalieve that the ideal reference would
be the real world, as it is a concrete instance of what we magetnd he real world then, may be seen
as providing arabsoluteframe of reference. To investigate our first question (Rese®uestion 4),
we would like to make relative measurements of the ‘sucagfsgrious IVES’ ability to provoke a real
world response, in order to compare the IVEs. We attemptrigela measure of the ‘distance’ of an IVE
from the real world using scanpatterns. Such a device wibénus to test whether IVEs that provide
representative models of a real world environment lead ¢atiflably shorter ‘distances’ between the
them and the real world than inferior models.

We also consider Research Questionlbyisual cues are provided over and above the minimal
visual cues will they affect the gaze scanpattern, and if soauld this be indicative of a greater
(or perhaps lesser?) presence responseRegarding this question, we investigate whether we can
detect an increase in the realism of an IVE due to specificargments in the rendering/presentation;
in our case by applying radiosity computations. If minimaés exist, then under the assumption that a
minimal cues threshold is reached, a more realistic IVE moli necessarily elicit a scanpattern response
that is any closer to that generated while viewing the realdv@here is an implied caveat, because the
meaning of the environment could in fact be changed by imipis realism. As an example, an IVE
containing mirrors that are in one instance rendered asie ¢ay surface, and in another are rendered

as specular-reflective surfaces would result in substgndidferent environments.

6.2 Conceptual Hypotheses

In the following experiment then, we shall consider thedwling conceptual hypotheses:



6.3. Assumptions 162

A) “Experiences in IVE and real world environments lead toifar scanpatterns when the IVE reflects

the real world.”

B) “Inthe general casgonce minimal visual cues have been established, furteealcues thatimprove
rendering realism do not significantly change the percepiidbeing present within the immersive

virtual environment.”

6.3 Assumptions

There are three major assumptions that we hold. Firstly,sserae that the scanpattern will change if the
environmentis changed and is thus subsequently percesvedifferent environment (this is in fact what
is tested.) Secondly, we assume that scanpattern trarssititl not only reflect change in perception,
but that such changes in the scanpattern will also be staflgtdiscernable. Thirdly, we assume that
the scanpattern characteristics (Seclion B.5.1) will mosignificantly inhibited by the head-mounted

display equipment.

6.4 Methods and Materials

6.4.1 Participant Population

Advertisements were placed in and around the UniversitiegelLondon campus. Persons were invited
to take part in a ‘Virtual Reality Study’ that lasted apprmxstely 20 minutes, whereby they would be
paid a total of5 if not employees of the university. The advertisemenestdhat participants could
only take part if they had good uncorrected eyesight, poeafyicontact lens and glasses wearers. The
intention of this restriction was to reduce any variances ttudifferences in eyesight, as well as to
facilitate the wearing of the head-mounted-display eq@ipnthat could be physically intrusive. Willing
participants were instructed to email the author in ordéaok an appointment. In addition, participants
were approached on the university campus, shown the asierint, and given the opportunity to take
part immediately, or at some later time or day. A total of sgydour (74) participants took part, each

being randomly allocated to one of the experimental cooiali

6.4.2 Environments

The testing of the hypotheses is carried out by recordingpsatéerns whilst viewing a real world envi-
ronment, an IVE representation of that real world environtyg severely diminished IVE representation
of that environment, and finally an improved representaticthat environment having had its radiosity
computed and applied to the model. We now describe theselia datail.

The real environment (Real World Environment, RWE) is a jtglsoom containing: one chair,
a desk, lamp, telephone, a computer ‘tower’ case under tslg #eyboard and monitor, skirting board,
vents, room sensors for the lights and fire alarm, pipe wosk;ectural ‘brace’ that is part of the building
and that diagonally spans one wall of the room, ceiling Bghtcabinet, two cardboard boxes, the room’s
door, the IVE equipment, and a sheet of paper on the desk.

The room was recreated as a virtual environment using the 8&eiting software ‘Blender’ (ver-

sion 2.3). The room and every object within it apart from tbmputer-keyboard were modelled by hand
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(a) View from door. (b) View towards door.

(c) View from corner of the room.

Figure 6.1: IV Er,;;: IVE rendered using standard OpenGL lighting. (Phong caeblighting but

without Radiosity computations applied to the vertices.)

using a tape-measure, with geometric accuracy to within. Iidme model of the keyboard was sourced
from a public domain database, but was the same size andastytlee keyboard in the actual room.

Colours were, however, approximated by eye only. Graplédlres were not used. We use the term
1V Ep,y; to refer to this model. Images &V Er.,,; are shown in FigurEgl.1.

Blender was also used to produce the ‘improved’ versiodVof r,,;;, which we termIV Eg,q.
The original model was improved by having Blender increagertumber of vertices in the model and
compute radiosity values, applying them to the model'serecblours. When this new model is rendered
by the computer it results in more realistic lighting of tikese. Images of this version of the environment
are shown in Figured.2.

Finally, a much reduced version 61 E'r,,;; was created using the software QSlim (v2.1), which
reduces the level of detail in a three-dimensional modellim®%/as used to reduce the number of
polygons from 15689 to just 86. We term this environmévitt'p;,,,. Almost all the polygons apart
from the floor, walls, skirting board, door and walls werergually removed. The remaining handful of
polygons were remnants of the ceiling lights, desk and cderpoonitor but were largely unidentifiable.
The room remained the same size and had the door in the saatioioas in the alternative experimental

conditions, but the room was otherwise unidentifiable asdthie same place (see Figlirel6.3.)
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(a) View from door. (b) View towards door.

(c) View from corner of the room.

Figure 6.2:1V Er.q: IVE rendered using OpenGL Phong lighting and Radiositygalcomputed at the

vertices.

| — ' /
e ! ] I
(a) View from the door. (b) View toward the door.
- -
-

-

(c) View from the corner of the room.

Figure 6.3: 1V Ep;n: IVE with most of the polygons removed and rendered usingdsted OpenGL
Phong lighting without Radiosity computations. The renmanpolygons include at least the walls,

ceiling, door and floor.
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(a) Side view

(b) Front view

Figure 6.4: Head-Mounted Display with attached camerasém-through’ sterescopic vision.

All environments were displayed via a HMD. The RWE was digpthon the HMD through the use
of two small video cameras securely attached to the HMD, siparate video signals being used to
drive the two displays, one for each eye. This results in @ tekeough’ HMD. The field of view (FOV)
of the cameras was the same as that of the display, thus theweB\the same across all conditions
and treatments. The IVE centres of projection were traegdltd the position of the two video cameras
to ensure the displayed images of the real environment aidwere registered. The cameras were
attached to the HMD and remained there for all participamtstsure that the additional weight and the
set-up was the same under all conditions; conditions wes@gikar as we could make possible. Where
space or software limitations have constrained us, we hsee the term®im, Full, and Rad instead

of IVEpim, IV Epyy, andIV Eg,4 respectively.

6.4.3 Equipment

The equipment used for the experiment was as follows:
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A 1.8GHz PC was used to drive the graphical main applicatising an AGP nVidia GeForce4
ti4600 graphics card.) A separate SGI O2 machine was usedctwrd all data using VRPN

software.

e A Virtual Research VR8 head mounted display (HMD) was usedi$play stereo images. A
black piece of material was attached to the HMD to keep lightfiom the two displays, and to
keep the participants from peeking at the real world thatldotherwise be visible at the HMD

extremities.
e A 6DOF Polhemus Fastrak was used to track the head posittboréntation.

e Two small and lightweight (60-degree-diagonal field-oéw) colour cameras and two Sony scan-
converters (model DSC-1024). The two (identical) cametdput a composite PAL signal. The
PAL signal has 576 (interlaced) lines vertically, and islagaThus, the output of the cameras had

a greater resolution than the HMD’s displays.

The HMD with the two attached cameras is shown in Figurk 6.4.

6.5 Experimental Design

In the experiment, after a set period of time viewing one efdhvironments, there was an instantaneous
switch in the participant’s display, such that the participviews another environment for a second
period of time.

As each treatment consists of presenting two environments,after the other, not only do we
compare between-subjects using just the first exposurhe trvironments, but we also compare within-
subjects to investigate the effects from switching betwtbertwo environments.

The experiment has a single factor design, having four $ewetl a total of six treatments, as shown
in Figure[G.b.

Each participant experiences one treatment only.

6.5.1 Experimental Treatments
The six treatments are presented in Fiduré 6.5. The firsintiers consists of participants whom view
1V Ep;, followed by RWE, the second consists of participants whoeaiV E'r,,;; followed by RWE,
the third participants whom view RWE followed By Er,;;, and so on. The number of experimental
subjects, per treatment and in total, are shown on the diagfaue to technical difficulties, only 8
participants could experience treatment (3).

When we analyse between-subjects, we group participaotstieatments (1) and (4), and (2) and
(5), giving the effective experimental design shown in Fef@.®. When analysing within-subjects we
have 11 participants per group and only use data from tregm(g), (2), (4) and (5), as shown in Figure
B3

6.6 Procedure

The procedure for executing the experiment was the samdl toeaments:
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Experimental Treatments

(Exposure Order)
Treatment Participants First Second
1. n=11 IVE_Dim RWE
2. n=11 IVE_Full RWE
3. n=8 RWE IVE_Full
4. n=11 IVE_Dim IVE_Rad
5. n=11 IVE_Full IVE_Rad
6. n=22 IVE_Rad IVE_Full
Total: n=74

Figure 6.5: Experimental Treatments used to create the&atvgubjects and Within-subjects groups.
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Between-subjects Analysis

Treatment Participants
3 n=38
1,4. n=11+11=22
2,5. n=11+11=22
6. n=22
Total: n=74

Exposure

RWE

IVE_Dim

IVE_Full

IVE_Rad

Figure 6.6: Between-subjects Analysis. Only the first expegondition is used.
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Within-subjects Analysis

(Exposure Order)

Treatment Participants First Second
1. n=11 IVE_Dim RWE
2. n=11 IVE_Full RWE
4. n=11 IVE_Dim IVE_Rad
5. n=11 IVE_Full IVE_Rad
Total: n =44

Figure 6.7: Within-subjects Analysis.
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The subject was first asked to complete a demographic quesii@ and a Simulator Sickness
Questionnaire (Kennedy etlal., 1993).

Upon completion, each participant was shown the equipmedtveas told that the experiment
would take place in the adjacent room. It was explained thaean the room they must not move their
feet from the spot where they were placed for the duratiomefexperiment, but that they could move
their body otherwise, such as twisting the torso, neck amad belook around, or bending down.

The subject donned the HMD and was lead blind into the exmmritab to a predetermined spot
from which they would observe the environments. This spat alao the position of their virtual body
that was rendered in the virtual environment. The virtualypevas included to aid the inducement of a
sense of presence (see Secfion2.3.2).

The subject was given the instructions: “l would like you tew some environments for a total of
2 minutes, and your task is to determine to what uses the@mients might be put. For instance, you
may think that an environment might be used as a kitchen eofficstudy. You can write your answers
on the questionnaire afterwards.”

To commence the experiment proper, a scan-converter wastaigeen switch the HMD to either
display the view through the RWE cameras, or the applicatiahrenders the static virtual environment
(environmentV Egryq, IV Epyy or IV Ep,..) The recording of measured data was begun.

Halfway through the experiment (after 1 minute), the enwinent was quickly switched between
the two environments, according to the treatment. Thischwivas facilitated by the experimenter
through an almost instantaneous and only just discernitda@e in the video signal by his pressing
a button on the scan-converter when using the video canmradyutton on the computer otherwise.

After the two minutes had elapsed, the recording of data tegped, and the experimenter entered
the room and instructed the participant to remove the HMDe Phrticipant left the room with the
experimenter, and was then asked to complete the final SS@rasdnce questionnaire, after which

questions were allowed to be asked of the experimenter.

6.7 Operational Hypotheses

In this section, we map the conceptual hypotheses desauitibd beginning of the chapter to respective
operational hypotheses that may be tested experimeniddyperform the tests using the mathematical
models and methods originally described in Sedfioh 3.4 ti@d3.7.

Our first hypothesis is thaExperiences in IVE and real world environments lead to simiar
scanpatterns when the IVE reflects the real world.”We translate this into the operational hypothesis
that“The scanpatterns arising from the IVEg,1;; condition will have a greater likelihood of having
arisen from the RWE model (i.e. a scanpattern model based orhe RWE scanpatterns), than the
IVEp;m condition scanpatterns.”

A second way to test this is to examine the number of ROI ttimms that are made subsequent to
a sudden change in the environment displayed. Thus, weedsthe operational hypothesis tHahe
number of transitions after the switch in environments will be greater for the switch fromIVEp;,,

to RWE, than those in theIVEg,;; to RWE condition.” Our premise is thatV Ep;,, is less similar
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to RWE than/V Er,; is. In fact, we can further modify the definition tfnsitions so that we only
countnew transitionghat occur after the environment switch (i.e. transitiooshmaving occurred prior
to the switch), rather than countimgytransition.

We now move on to the second conceptual hypothesis‘thdhe general case, once minimal
visual cues have been established, further visual cues thamprove rendering realism do not sig-
nificantly change the perception of being present within themmersive virtual environment.” To
operationalise this, we assert tli@he probability that radiance condition (IVERa.q) Scanpatterns
could have arisen from the RWE scanpattern model will not be gnificantly greater than the prob-
ability that scanpatterns of the IVEg,1 condition could have arisen from the RWE scanpattern
model.” Likewise, we also hypothesise that the number of (new) itians after the switch in environ-

ments will not be significantly fewer for thB/ E'g,.4, than for thel V Er,;; condition.

6.8 Response Variables

Both objective and subjective measures are used, spelgifibalad-tracking based measures and ques-

tionnaire based measures respectively.

6.8.1 Scanpatterns
Scanpatterns are created by recording the direction of gazetraverses pre-defined regions-of-interest.
The regions are defined as in Experiment I, using a subdivatesdihedron that has a radius of 1 meter,
and that is placed around the observer. We use a 20-segnosahidron as justified by the analysis
in the previous chapter (Sectibnb.6), whereby using 20 segfinents led to similar results, but with
20 segments the mutual information was greater betweenyheléad and HeadOnly data. Just as in
Experiment |, a transition is recorded whenever the regitersected by the direction of gaze changes,
and the new region has been intersected for longer than 263eoonds (see Sectidn 4.7.2.)

We define two ways to compare scanpatterns in Sefidn 6.7h iEgglies a different analysis

method:

1. Given two sets of scanpatterns, they may be compared,gaiesa the other, by computing the
probability of each set arising from a third reference setaainpatterns. This third set is used to
build a scanpattern model, and is used as the reference niduegreater the computed probabil-

ities, the less the ‘distance’ between the set under corsida and the reference model.

2. Scanpatterns over the two environments of a treatmehbwiaid to be similar if there are rela-

tively few new ROI transitions made subsequent to the swittiveen the environments.
The hypotheses are tested under both methods.

6.8.2 Scanpattern distances

Our first definition of similarity above (1) requires a comphesponse variable: that of a measure of
‘distance’ between the observed transitions of a partitigend a model of transitions that represent
the RWE. We construct the RWE model using the data from ppatnts that view the RWE in their

first exposure (i.e. their first environment). A conditioi@nsition-probability matrix is constructed,
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starting with a uniform distribution over all possible teiions from each node. We update it using the
data from each participant to provide a posterior distidsubver the transitions (see Sectlon36.1.)

Now, for anygiven participant’s scanpattern, such as those arisintewigwing alternative envi-
ronments, we may then trace each transition made througRwHe model. As we do this, we multiply
out the probabilities of the individual transitions andrittempute the geometric mean, effectively nor-
malising the overall transition probability. This resuhsa final probability value that reflects the ‘aver-
age’ likelihood of the scanpattern. Not surprisingly, thédue would be extremely small, so in practice
we work in log space, summing the logs of each probability @mally dividing the final sum by to

obtain the log likelihood of the overall path. The log likediod is thus used as the response variable.

6.8.3 Transition counts

Under the second definition (2) (above), we are interestdttinumber of transitions made in the second
exposure. The response variable is therefore simply thetafithese transitions. We can either count
all transitions or just new transitions (i.e. transitiohatthad not occurred when the first environment

was being viewed.) We shall analyse our data both ways, ixplotory mode.

6.8.4 Questionnaire

The remaining response variable is constructed from resgsoto presence questions in our SUS ques-
tionnaire. In order to respond, the participants select@evan a Likert scale, after reading the respective

Likert statement. There are five such statements:

i) There were times during the experience when the virtualrenment became more real for me

compared to the “real world”... (rated ‘at no time'=1 to ‘aist all of the time’'=7)

i) The virtual environment seems to me to be more like. te@aimages that | saw'=1, to ‘'somewhere
that | visited'=7)

iii) 1 had a stronger sense of being in... (rated ‘the realld/a@f the laboratory’=1 to ‘the virtual
reality’=7)

iv) | think of the virtual environment as a place in a way simnito other places that I've been today....

(rated ‘not at all'=1 to ‘very much so’'=7)

v) During the experience | often thought that | was reallynding in the lab wearing a helmet....
(rated ‘most of the time | realised | was in the lab’=1 to ‘nebecause the virtual environment

overwhelmed me’'=7)

The analysis of the responses is described in the resutisised this chapter (Sectida 611 0.) The
complete questionnaire is provided in Apperidix A.

As in Experiment |, the same three further questions wereatlthe SUS questionnaire regarding
the recall of objects in the environment. The first of thesestjons asked which objects the subject
remembered, and the second, whether there were objectththyatid not recognise, with the final

question asking what they thought any such unrecognisettinight have been.
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Variable (Measure type) and extents/valueg
Gender (Binary)

To what extent do you use a computer in your dail{Likert 7-point)

activities? ‘Not at all’ to ‘very much so’

| have experienced virtual reality (Likert 7-point)

‘Never before’ to ‘a great deal’

My expertise with computer or video games is (Likert 7-point)

‘Complete novice’ to ‘Expert’

How many hours per week on the average do ydiContinuous Interval)

spend playing computer or video games (if any)?

| achieved my tasks... (Likert 7-point)

‘Not very well at all’ to ‘very well’

While in the virtual reality | was aware of backgroundLikert 7-point)

sounds from the laboratory ‘Not at all’ to ‘very much’

My status is as follows (Nominal)
‘Undergraduate Student, Masters

Student, PhD student, Research As-

sistant/Fellow, Systems/Technicpa
Staff, Administrative Staff, Aca-
demic Staff, Other’

How dizzy, sick or nauseous did you feel resultingLikert 7-point)

from the experience, if at all? ‘Not at all’ to ‘very much so’

Table 6.1: Main explanatory variables

These three questions were added for the same reason aphnetiwus experiment: It was thought
that responses to the second question could correlate ulilective presence responses, and thus be
a useful predictor variable in a logistic regression on @neg scores. This is because the inclusion of
unrecognisable objects in an IVE may reduce subjectiveepiesscores, as these objects could prove to
be distracting to those that notice them. Alternativelyspas more prone to overlook unrecognisable
objects (consciously or subconsciously) may tend to pevtreased presence scores. Finally, the
remaining two questions were added because they were hatteasions of the above, and would thus

be analysed in solely an explanatory mode for (potentiélitgre use.

6.9 Manipulated and Explanatory Variables

The only manipulated variable is the experimental treatniBme questionnaires that were administered
provide several explanatory variables, many of which amevshin TabldEll. The full questionnaire is

provided in AppendikA.
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Log Probability Measure
H, : P(SP,|RWE) > P(SPp;m|RW E) (one-sided Wilcoxon R.S.)
Number of participantsa p, = 22, npuu = 22,MRed = 22(nrwE = 8)
IVEp, VS. IV Epim W=142, p-value< 0.010
IVERwa VS. IV Epim W=170, p-value< 0.047
Significant p-valuesd = 0.05) in bold.

Table 6.2: Log probabilities that scanpatterns arise flWi E (with IV Ep,,,, as the control.)

6.10 Results

In the following two subsections we first analyse the objectiesults. Specifically, we look at scan-
pattern probabilities, transitions, and new transitidnghe final subsection we examine the subjective

(questionnaire) results.

6.10.1 Objective Data

Scanpattern Log Probability Measure
In this analysis we only consider data from an individualstfexposure to their treatment, the experi-
mental design is as shown in Figlirel6.6.

We first test whether scanpatterns arising from i&~p;,, condition match scanpatterns from
the RWE condition to a lesser extent than those recorded éxqmsure to thdV Epyy; or IV Egaq

conditions. We may state this notationally as:
H, : P(SP,|RWE) > P(SPpi,|RWE) (6.1)

Where SP, represents scanpatterns from environmenthich is eitherlV Eg,;; or IV Egaa,
which we write asS Pr,,;; andS Pgr,.4 respectively. LikewiseS Pp;,, represents the scanpatterns from
the IV Ep;., condition.

If we compute thelpg) probabilities of P(SP,|RW E) for each individual that experienced con-
dition =, and those ofP(S Pp;,,|RW E) for each individual, then we obtain a distribution for each
environment. These distributions may then be comparedjussiatistical test. Although the computed
probabilities belong to a ratio scale, we transform thero ag probabilities, which must be viewed as
belonging to an interval scale. These log probabilitiesualékely to be normally distributed, and so we
use a nonparametric statistical test.

We may now quantify the evidence as either for or against yipothesis dependent on the values
of P(SP,|RW E) being greater thaw’ (S Pp;»|RW E). The results are presented in Talbld 6.2, where
a Wilcoxon Rank-Sum (one-sided) nonparametric test has agglied.

As we can see, the results in Tablel6.2 (and presented gadiphiic Figure[6.8) show that the
data of thelV Er,;; and IV Egr.q conditions provide for significantly better (at the= 0.05 level)
representations of the RWE with respect to the scanpatteasare. We may therefore reject the null
hypothesis in favour of our alternative hypothesis (A). ThéEr., however has a greater variance,

which might reflect the increased graphical informationilate in the presented scene.
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Figure 6.8: Probabilities of scanpatterns being inducedidéying the real world environment.

Log Probability Measure
H, : P(SPruu|RWE) — P(SPr.i|RWE) is zero (two-sided Wilcoxon R.S.)

Number of participantsi g, = 22, nRed = 22(nprwEe = 8)

IV Ep VS. IV ERaa W=261, p-value<0.668

Significant p-valuesd = 0.05) in bold.

Table 6.3:1V Er,;; vSIV ERrqq: Log probabilities that scanpatterns arise fr@&W E.

We also wish to investigate whether the Er,,;; andIV Er,.q4 are distinct from each other, with re-
spect to our measure. Hence the next test is applied to dewhether there is a significant difference

between the two conditions, with respect to our frame ofreafee, the RWE scanpatterns.

The results as provided in Tale].3 show no discernablerdifice between the conditions, in

accordance with our alternative hypothesis, (B).

Gaze direction is shown for eight randomly chosen expertedsnbjects for comparison in Figure
[£3. Each white point is the end of a vector that lays on theeg@nent icosahedron. The origin of the
vector is the at the Centre of Projection, which is roughlthatcenter of the icosahedron (not shown).
The data shown is an aggregation of the subjects’ head iineatctors for a single exposure, the first

60 seconds of their experimental trial. Gaze direction &mteof the four versions of the environment is
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(a) RWE () IVEDim

(©) IVEpwu (d) IVERqq

Figure 6.9: Gaze Direction for eight subjects for each emrnent, Real World Environment, Dimin-

ished, Full, and Radiance.

shown, albeit with the same background image for referdmaethere is little to differentiate between

the sets of points by eye alone.

Transition counts

Our second operational hypothesis determines that we meetisai differences between treatments by
counting the number of transitions subsequent to the switenvironments. It suggests that when test-
ing for statistical differences there will be a significgrgkeater number of subsequent transitions made
when the presented environments are dissimilar. Hencexpecethat the transition counts occurring
subsequent to viewing th8” Ep;,, condition and then viewing either RWE 6V Er.q Will be signif-
icantly greater than transition counts from the second tfathe alternate treatments. The full set of

treatments are shown in Figurel6.5.

We define a functiofI’, which simply counts the number of transitions made by eactigipant
before and then after the switch in the displayed envirorithas occurred, and divides the latter value
by the former. By applying" to the scanpatterns of each individual in a treatment grangpobtain a

distribution for that group. These distributions are miljutested using a one-sided Wilcoxon Rank
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Transition Count Measure

H, : T(SPrui—rwe) < T(SPpim—nrwe) (One-sided Wilcoxon R.S.

Number of participantsiry—rwre = 11, npim—rwE = 11
IVEpy — RWENVS. IVEp;, - RWE | W=76, p-value<0.162
Significant p-valuesd = 0.05) in bold.

Table 6.4: Transitions[V Er,;; — RW E distances, versulV Ep;,, — RWE.

Transitions subsequent to environment switch
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Figure 6.10: Transition Counts for each Treatment

Sum test, and the results are presented in Table 6.0 ahd ih3he complete set of data being plotted
together in FigurE®&.10 allowing comparison.

From Table{&¥ we see that the relative transitions unded ther,;; — RW E condition are
indiscernible from the values under th& Fp;,,, — RW E condition. This was unexpected, and does
not support the rejection of the null hypothesis that thiedéince in transitions in th8/ Er,;; — RWE
treatment is the same or greater than the difference foutieeiflV E'p;,,, — RW E treatment.

We may also consider whether the difference in viewing detidao (RWE) rather than a computer
generated display confounds the results, and so we comipanesults to subsequently viewing the
IV ERrq.q exposure. The results are shown in TdbI& 6.5, however, wa figd that there is no significant
difference between the treatments. Thus, according totb&sure, our operational hypotheses regarding

transition counts cannot be preferred over the null hymishe

New Transitions

We now examine the number aéwtransitions, which occur subsequent to the switch in thérenv

ments. WhileT' counts transitions subsequent to the switch in the enviemis) we now define the
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Transition Count Measure
H, : T(SPpuii—Rrad) < T(SPpim—rad) (One-sided Wilcoxon R.S.)
Number of participants: gy red = 11, "Dim—Rad = 11
IVEpy — IVERw VS. IV Epim — IV Eraq | W=55, p-value<0.654
Significant p-valuesd = 0.05) in bold.

Table 6.5: TransitionsIV Er,;; — IV Er.q distances, versulV Ep;,, — IV ERrqq-

New Transition Count Measure
H, : Tn(SPpui—rwEe) < Tn(SPpim—rwE) (One-sided Wilcoxon R.S.
Number of participantsipy—rwe = 11, npim—rwEe = 11

IVEpy — RWEVS. IVEp;, — RWE W=89.5, p-value<0.029

Significant p-valuesq = 0.05) in bold.

Table 6.6: New TransitiongV Er,;; — RW E distances, versusV/ Ep;,, — RWE.

function T, which is similar to7" but only counts transitions that occur in latter half of thaltthat
have not already occurred in the former halthe counts are again normalised by dividing by the number
of transitions made in the first half (i.e. first condition)tbé treatment.

We apply exactly the same tests as previously were usedesiudts being presented in Tablesl 6.6
and&.Y, and again the complete set of data is presentedrfgyarison across treatments in Figure 6.11.

Overall, under either of the transition count analysis radt the null hypotheses could not be
rejected in favour of the alternate hypotheses. The datéotteqin Figure§6.11 add 6110 do however
show some tendency of the treatments that begin withl th&'p;,,, condition to have a greater mean
value than the alternate treatments, as per hypothesidt(#gems possible that the analysis methods

would distinguish between treatments given larger samples

6.10.2 Questionnaire

We next consider the responses to our questionnaires. édtaputing the presence scores of each par-
ticipant we build a regression model using the explanatergagraphic questionnaire variables, and the
manipulated variables. Doing this should provide insigi ithe factors affecting subjective presence.
As pointed out in SectiohZ.4.4, a regression analysis ongnal response data cannot be immediately
performed, so instead the data is transformed by countsgimber of positive responses to ‘presence’

questions (measured on the 7-point Likert scale) to obtgireaence score that has a binomial distri-

New Transition Count Measure
H,: TN(SPFull—J{ad) < TN(SPDim.—>Rad) (one-sided Wilcoxon R.S.)
Number of participantS: Fui— red = 11, "Dim—Rad = 11

IVEpy — IVERwVS.IVEpiym — IV ER. | W=64, p-value<0.422

Significant p-valuesd = 0.05) in bold.

Table 6.7: New TransitiongV Er,; — IV Egrqq distances, versus/ Ep;,,, — IV ERaq.



6.10. Results 179

New transitions subsequent to environment switch
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Figure 6.11: New Transition Counts for each Treatment

bution. The presence scores for each treatment are showgureEETP. We conservatively count the
values of 6 or 7 as being positive responses, and use a togigtiession model.

The logistic regression was applied to the data from eadhmtfreatmenﬂ(see Figur€®ls) to illu-
minate factors that appear to lead to differences in thibated presence scores. Each of the explanatory
and manipulated variables are used in a stepwise regre$sitatistical software) to model the changes

in the presence scores between the first and second expoBbeg®llowing model is produced:

logit(PresenceScore) = 0.75340.037Game Hours—0.130Game Expertise—0.110 AchievedT asks
(6.2)

That this appears to be a weak model (e.g. the manipulatébles do not appear) suggests that
there are few factors that lead to major differences in presescores. To test the goodness of fit of
the model, we compute the coefficient of correlation, findingt 22 = 0.118. The model is not a
particularly good fit.

However, the difference in presence scores attributedettvitb exposures in a treatment are signifi-
cantly different across treatments. This may be shown wsitgiskal-Wallis (nonparametric ANOVA):
x? = 13.563,df = 5,p — value < 0.019. Applying a paired Walch-Sutterworth t-test to the treattse
produces the results shown in Tahld 6.8. These results $tatwtiibjective presence scores reflect greater
differences in the treatments that include fHéEp;,,, environment. It might be remembered that the
test violates the assumption that the data is normallyidiged, which leads to a less powerful test.

However, the data appears convincing (see Fifjurd 6.13)haemesults shown may at least be viewed as

10nly 11 of the 22 subjects are retained from the final treatnfi@hE r,,;; — IV ERqq, to produce a balanced data set. The

11 subjects are of course selected randomly from the largeipg
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Difference in Presence Scores between switch in environment
By treatment
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Figure 6.13: Change in Presence scores, according to &aatm

Difference in the Presence Score after switch in envirorimen

() IVEpim — RWE t =—-3.545, df =10 | p — value < 0.006
(i) IVEpy; — RWE t =0.424, df =7 | p—value < 0.685
(i) RWE — IV Epuy t=-0.713, df =10 | p —value < 0.493

(iv) IVEpim — IVER. | t = —3.024, df =10 | p —value < 0.013
(V) IVEpu — IVERe | t=0, df =10 | p—wvalue < 1
(VI) IV ERw — IVEpRy | t =-0.319, df =10 | p— value < 0.756

Significant p-valuesd = 0.05) in bold.

Table 6.8: Tests for difference in the Presence Score aftiéctsin environment

weak evidence for the hypothesis (A), that responses tol@ngaonment may be similar to responses

to a representative immersive virtual environment.

Finally, to test whether reported-presence scores ardasimoi the objective measures used, we
correlate change in presence score between the first anadsexposures with the changes in transitions,

and new transitions. Neither of the correlations were Sicpmt.

There was no hypothesis regarding the questions of whidrctbgubjects remembered, so the fol-
lowing analysis consists of purely exploratory findingseTaported (recognised) objects were collected
and classified, but it must be noted that the memory-recastions did not ask the subject to distin-
guish between the exposures so reporting of objects wasrdgaeding the entire trial (i.e. over the two
exposures together.) The objects reported were: compuieboard, box, stand, desk, door, doorstop,

chair, lamp, phone, paper, structural-brace, lights,sjesmhoke-alarm, and virtual-body.

Due to the experimental design and the fact that subjects ma&rasked to distinguish between ex-
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posures, we may only compare conditidNsE b, gw g With IV Epin . raeq- TO test for differences
between the two conditions we use Fisher’s exact test. Wettimdany difference is not significant be-
tween the counts of the reported recognised-objé€¢is.(, . rwEe = 70, Npim—Rrad = 57, two-sided,
d.o.f. =15, p = 0.070).

In IV Ep:m—rwe 5/11 subjects reported seeing objects that they could raigrése, and in
1V Epim— raq this number was 7/11. However, the only commonly reportedengnised ‘object’ was
the entirety of thelV Ep;,,, environment. Thd'V Ep,,,, environment was reported as an unrecognised
object by one (1) subjectin thd” Ep;,,,—. rw r condition, and by four (4) subjects in th& Ep;mn— rad
condition. Just two subjects mentioned seeing the stralchrace that spans the left hand side of the
room as an unrecognised object, one subject in each comditio

Not only is it difficult to make any conclusions from these fingk due to their exploratory na-
ture, but there is little to be said except that subjectselgrgoticed and remembered the same objects

regardless of whether they sdW Ery g or IV ERqq.
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6.11 Conclusions

The standard IVE and the Real World Environment

In this experiment, we were able to obtain evidence that &mModel (V Er.,;;) of our real world envi-
ronment (RWE) leads to scanpatterns that are similar teethdsing when viewing the RWE itself. This
was achieved by comparing the similarity of these scanpetteslative to those of participants whom
viewed a severely diminished version of the IVE mod@él ¢ p;,,). It was found that the scanpatterns
of the diminished IVE model were significantly less similatiose of the real world environment. This
was true despite the fact that the level-of-detail algoni{@Slim) left what would appear to be salient
polygons in many of the same locations that contained mégonents of thd'V E'r,,;; environment (the
monitor, desk, door, lighting units, and of course the walid the corners of the room.)

Three measures of scanpattern similarity were tested. Thkg fiased on computing log-
probabilities was successful in finding significant diffeces in scanpatterns where expected. The re-
maining two measures were based on ROI transition coundsfaéied to varying degrees. This failure
may be solely attributed to the fact that there were feweenladions available when analysing transition
counts (11 per treatment) versus log-probabilities (22msatment).

Of the transition count measures, one counted the numbeewfragion-region transitions that
occurred after the environment being presented was swvdtfdreanother. This measure shows some
promise for discerning between environments, given a Visspection of the data (Figufe®l11), as the
treatments that begin with thd” Ep;,,, environment appear to have a slightly higher number of trans
tions on the average. The variant of this measure also couransitions thahad occurred previously
from the prior environment, but gave a yet weaker indicattmat it may have the potential to discern
between environments.

In considering the log-probability measure, the experitnesults imply that the underlying saccade
and fixation theories (Buswell, 1935; Yarbls, 1967; Choig®895) are indeed useful for us to create
predictive models concerning gaze over an IVE. That the INERWE scanpatterns appear to be similar
when the IVE contained sufficient visual cues is confirmatibran expected result, but one that is

nevertheless important to have tested empirically.

The results are also evidence that the employed methodokgguccessfully exploit the scanpath
and scanpattern theories by detecting differences in thmepton of immersive environments, measur-
ing the effectiveness of an immersive virtual environmeneiplicating a real world environment. Thus
the method and the scanpattern models on which they are éolurwlild be used to further investigate

presence, and the related fields of computer graphics newgckand level-of-detail.

The standard IVE and the Radiosity IVE

The virtual environment model that included lighting debgised on radiance computatiod$/(E'r.q)
led to scanpatterns that are indiscernible from the moré g geometrically identical IVE model
(IV Egyy). This result supports the minimal cues theory, because trme minimal cues threshold is

exceeded, which we assume to be exceeded when viewiddthe,,;; model, we should not thereafter
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detect a significant increase in similarity between: sctiapas elicited by the virtual environment model
and those from the real world environment.

Differences in the transition counts between conditionsevedso examined. In general, the counts
are not significantly greater for the cases in which a paict viewed the diminished environment
(IV Epim) and then a complete moddl( Er,;; or IV ERa.q), than when there was a switch between
the complete modeld V' Er,;; andIV Eg,q4.) This result is true for both methods used, all-transgion
and new-transitions-only. However, again there remaiopedor these methods to prove themselves

given larger sets of observations.

The Presence Questionnaire

In the regression procedure on the questionnaire presenoess few of the explanatory variables were
left as elements in the resulting model. The fit of the moded s@low as to render the model inconse-
quential.

The presence scores may be seen as being doubly subjecitisdy, Because subjects’ opinions
are collected rather than using a more objective measureon8ly, because their responses are prof-
fered relative to the subject’s response to an alternateament, either the first or second condition
depending upon which condition their response concernspibethis, the presence scores as shown in
Figure[6.IP appear to be surprisingly stable. The changesisepce scores reflect both hypotheses (A
and B), as described by the statistical test results (TaBlle &nd as made plain in the box-plotted data
itself (Figurd6.1B.)

Overall Conclusions
Overall, the experiment and its results suggest to us tleattli hypotheses should be rejected in favour
of the alternative hypotheses as set out at the start of lisipter. They also give us confidence in the
underlying thesis concerning the usefulness of gaze fanthestigation of presence, with the caveat that
measuring the change-in-transitions would require furithestigation to be shown useful.

Thus, it indeed seems that IVEs are not only designed to ladkeact realistically, but that we as
humans do in fact respond in the same way to IVE content as vifghiodisplayed content is real. It is

a fascinating phenomenon that more realistic renderinga d®¥E may not improve this response.
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Chapter 7

Thesis Conclusions

All of the investigatory work described in this thesis is idegd to target the set of research questions
initially set out in Chapter 1. Therefore, in this chapterfiest discuss each of the research questions in
the light of the work carried out, particularly the resulitgng with the related research of others. This
accounts for Sectidn4.1 throughl7.5. We then conclude witbvarall summary of the work in Section
[78, a critical assessment, or critique, in Seclion 7.7, faradly we discuss potential future work that

could be carried out to extend this research in Se€fidn 7.8.

7.1 Research Question 1: Can the gaze scanpattern be used ®-d

tect RAIR in IVE users?

In Experiment I, our method was shown empirically to deteespnce when defined as a behavioural
response, in an environment that is designed to prompt afispgicess-inducing top-down perception.
From the experiment we must remember that our approach extiteg presence, from the trends in
the entropy of scanpatterns, does not provide us with theraisse that any attained state of presence
occursfor the perception that the investigator intendddowever, this should hold true in the case of
our experiment because we confirm via a secondary device JHi3A the participants experience a
significant level of stress, a characteristic of our experital condition. Put more simply, in general we
may be able to detect whether participants felt presentwbutannot be certain that the experience was
that which the environment’s designer intended.

To obtain evidence that the participant experienced thendled environment, we must employ
a secondary method, such as that applied in Experiment H.rfathodology used in Experiment Il
allowed the comparison between environments based on attanys, through the comparison of the
specific transition probabilities between regions of iagtr The greatest weakness of this method for
empirical comparison is that a ‘target’ or ‘reference’ eoviment is required. Such reference environ-
ments often will not exist, or will not be available. Yet, ngithis methodology they are required in
order to obtain data that reflects the ‘ideal’ behaviour elgx when a sense of presence is induced in
a subject. Once a frame of reference is obtained thoughefeithough the use of a ‘real’ version of the
environment, or perhaps by some other method whereby arimguger is satisfied of the immersive

ability of their IVE), the method appears to be a useful omel&iecting convergence or divergence from
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the reference environment when testing modifications to/&hgresentation. It is conjectured that the
method might also be used not only for investigating conteterms of form and rendering quality, but
perhaps also the presence-inducing abilities of hardwaee Rurther tests would however be needed to
confirm the range of content between which this method cdimdisish.

A secondary and unexpected result from Experiment | wasdathetcontrol condition for the scan-
pattern analysis, the ‘Random Environment'. It was evideoth individuals’ questionnaires as well as
from post-hoc comments that some notion of a sense of preseaexperienced in the ‘Random Envi-
ronment’; however, this was not reflected in our behavioimditator which was based on scanpatterns.
Therefore, if a wider definition of presence is used whichudes meaningless environments, then this
ad-hoc evidence indicates that our widely applicable preséndicator utilising scanpatterns is suscep-
tible to Type Il (‘false negative’) errors as far as the presequestionnaire is concerned. These could
occur when an environment is not intended to be perceivetop-aown fashion, for instance in the case
of a modern art exhibit, wherein abstract forms might havelear relation to identifiable objects and/or
environments. In hindsight, this point constrains our &gpion domain a little further than originally
anticipated, however, it is an extremely important point.

If by definition we preclude meaningless ‘environmentshirbeing capable of inducing presence,
then such ad-hoc comments form Type | (‘false positive’pesy and this issue has been raised before
such as by Slater (2004). Here, the use of ‘presence queaties’ research has itself been questioned
— particularly if they are used alone (see Seclionl4.10.) @tlee solutions to this problem is provided
through the application of much more objective measured,aansuch it is hoped that the presence
research community will find the results of this work benefigis another available objective method
for the detection of presence.

The apparent success of the method used here relies grpatiytiie thesis of Gregory (1977). In
particular he explains that percepts are in fact hypothiesesed using some visual stimulus, and that
“[no perception] is allowed to stay when no one [hypotheisigletter than its rivals”(p221). The results
of Experiment | support this theory, as it is only once theiemment is perceived as meaningful that
a stable perception is sustained, as reflected by the dedreasropy of the gaze scanpatterns. To use

Gregory’s term, this reflects the arrival of a markedly ‘bethypothesis.

7.2 Research Question 2: Does a visual cues threshold for the

ducement of presence exist in the context of IVES?

One of the primary aims of Experiment | was to show the existarf a minimal cues presence threshold.
The existence of minimal cues would be revealed, or at leaderce to support the theory would be
obtained, if a discontinuity in a subject’s sense of presaruld be demonstrated. The main difficulty
in this, is that there is no known direct presence measuraveMer, given that presence is generally
accepted as being measurable or detectable using surdmates, our behavioural and physiological
measures allowed the design and execution of the experimaifitich the onset of a ‘presence’ experi-

ence could be investigated.
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Because of the variance that exists between the experieficgsch participant in Experiment |
and the low temporal resolution of the employed methodsag mot possible to locate a precise moment
within the experiment when we could be certain that therewgafficient visual cues (i.e. minimal visual
cues) to induce presence. However, when aggregating thdrdat subjects through the use of statistical
tests and by averaging across subject data and clustehniag, is evidence that presence was induced
after minimal visual cues had been displayed. While thelt®support the existence of minimal visual
cues, the act of locating them on a subject-by-subject limgigoblematic given that the methodology
relies upon eye/head scanpatterns, which must be collatrdioe.

This method puts into practice the previously untestedrihtat there are such things as minimal
cues that are required to support the perception of one’sidiate environment, as suggested_ by Slater
(2002). By applying the process of the experiment, the regutlements of a particular IVE may be
found by trial and error. Such elements may be various tyqed) as primitives (e.g. edges, colours, or
basic shapes), rendering parameters, or complex georitetris. The results also support the thesis of
Stark (1995), that perception in an IVE is achievable beeaigch of our perception of the real world
is routinely based upon relatively small amounts of sensdormation.

Both this research question and the previous one have lesittence supporting the already widely
accepted understanding that fixations and saccades asgndi@tic and repetitive over some stimulus
(Buswell,1 1935} Yarbuis, 19517; Stark and Choi, 1996; Notah @iark) 1971). Perhaps the most related
research in this vein is found in the paper_of Choi étlal. (J99ere the character of saccades and

fixations are described as ‘searchpaths’ and illustrated @three-dimensional image.

7.3 Research Question 3: Could our gaze-scanpattern methoH

ogy be useful, given only an approximation of the line-of-gjht?

When investigating the previous two research questioesdifficulties we experienced in carrying out
the experiments lead us to analyse the methodology itselbl&ms often arise when using eye-tracking
systems, especially with those systems developed to alipwater freedom of movement of the user. A
number of these problems are documented in Schnipke and(286¢), wherein the authors not only

lament the situation, but also go so far as to suggest thatragking is not a technology ready for

practical use, even in their relatively clinical researofiinment, saying “we believe [eye-tracking for
usability testing] is still not a practical tool for most Uity laboratories.” (Schnipke and Tadd, 2000).
Although eye-tracking technology is improving and the nembf published papers that include suc-
cessful accounts using eye-trackers is increasing, theents involved have not been fully overcome
as yet (Morimoto and Mimic¢a, 2006; Paole, 2005; Weigle andK&2 2008). Such difficulties were in-

deed experienced by the author-experimenter, and givérhtbalevice used (the “ASL 501") was not

originally intended for attaching to an HMD we experiencdditional problems due to restricted phys-
ical space between the HMD and the eye, and an inadequatgilysamed equipment design. Not only
did the difficulties lead to extremely low success rates ieceing each experimental trial, but the re-

peated ‘wear and tear’ on the equipment lead to the need patdis the HMD for repair several times.
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As with Schnipke and Todd, we had acquired years of expegiesimng the eye-tracking equipment by
this time, and had also had the national business repréiserfiar the device visit ‘in-situ’ to look at
the problems, for which they had no answers. As well as theetipotential problems when using an
eye-tracker, there is also the fact that they expensive equaine additional setting up, for their general
use, and in many instances on a subject-by-subject casdlg3atmnsen and Hansen, 2006). Therefore
once eye-tracking technology overcomes the problems ia$sdavith user-calibration, there remains
good reason to evaluate alternatives to explicit eye-tnackFor us, the use of the eye-tracker raised
very complex practical problems, so much so that it was detitiat an investigation of scanpatterns
using only head-tracking information would be performechatdheeded to be established was whether
head-tracking was a valid avenue by which the research dmuttbmpleted. In chaptEl 5 we explored
the relationship between eye-tracked (and head-trackebhead-tracked only data, and found that not
only was there the expected overlap in the information, laa #nat they had a similar level of entropy.
This means that some entropy measures could be estimataed&ad-tracking data alone, and this was
evidenced by the re-analysis of Experiment | with headkigdadata alone (i.e. without eye-tracking
data). In terms of accuracy, it was found that the mutualrimfttion, information common to both Eye-
Head and HeadOnly data, was significant but had a low valigelins that the accuracy can be traded
for ROI resolution; using 20 rather than 80 segments forsilgag the line-of-sight increases the mu-
tual information between the EyeHead and HeadOnly data.t®thes finding and our experience with
eye-tracking, Experiment Il was executed without eyeliragequipment. The outcome of Experiment

Il was satisfactory and also lead to valuable results.

7.4 Research Question 4: Does the gaze scanpattern in an IVare

relate with that of the real world, when present?

From the evidence obtained from Experiment I, it appeaas wirtual environments having visual cues
that are modelled more closely on those from a specific redtvemvironment will lead to similar gaze
scanpattern behaviour to that when viewing the real worldrenment itself. This seems the case, at
least up to the point of minimal cues (see Research Questjoittis was demonstrated through the
comparison of scanpatterns between a real world envirohargha virtual representation of it with
three levels of content and detail. We believe that thisdase in similarity of behaviour is due to the
the virtual environment exceeding the minimal cues thrkebith respect to the real world environment
it was based upon. An important point to make is that the ‘weald’, which provided our reference
(i.e. experimental control) environment and thus resuheaireference for gaze scanpattern behaviour,
was actually mediated through the use of our IVE equipmedtwadaeo cameras. This fact meant that
the experiences were similar across both experimentalitonsl This should not affect the findings of
our investigation for which it is the content and level ofuasrealism that are of import, and so we are
satisfied that we are comparing like for like. However, an adiated experience would be the ultimate
way in which to capture the ideal reference behaviour fomhwerld environment, and provide us with

a yet more realistic measure of behaviour.
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The comparison of gaze between the real and virtual worldernisewhat limited due to the large
regions of interest (i.e. segment sizes) used. It would halofe to further investigate this relationship,
particularly when eye-trackinig viable. There is little doubt that differences will occurevhrestrictive
head-mounted displays are used, but there appears tolbegifitiny, information regarding how this
affects an IVE observer in terms of their scanpattern. Wihile does not preclude excellent research
being performed between the virtual and real worlds sucthas df|Hayhaoe et all (2002), it would
undoubtedly aid researchers to further understand thésaliimmns that current IVE systems incur. The
methodology used in Experiment Il might easily be adaptediie purpose of such investigations,

perhaps with the only modification necessary being a deeiieahe size of the regions-of-interest.

7.5 Research Question 5: If visual cues are provided over and
above the minimal visual cues will they affect the gaze scaap
tern, and if so would this be indicative of a greater (or perhas

lesser?) presence response?

The motivation behind this line of enquiry is to question théonale often assumed when desiring
to produce more effective IVEs. One cannot be surprisedttieatayman often believes that improv-
ing visual fidelity is the simple and sole route to achieve;tliontrary to this, experts have noticed
that simple low fidelity renderings can be successful in @wg a sense of presende (Stark, 1995;
Zimmons and Panier, 2003). This research question wasedetagprompt an investigation that would
demonstrate experimentally whether an improvement inifidelight not lead to a more realistic re-

sponse.

Experiment Il not only included a comparison of an IVE witle tReal World Environment that
it represented, but it compared a ‘deficient’ IVE with the RW& well (the experimental control). It
was however a third IVE that is of relevance to this researgstion, wherein an ‘improved’ version
of the IVE was viewed by experimental participants. Whilst experiment showed that the ‘complete’
version of the IVE invoked behaviours that were significaotbser to the RWE than did the ‘deficient’
version of the IVE, the ‘improved’ version was indiscermilifom the lesser ‘complete’ version. That
is, the improved version of the IVE did not appear to invokédeours that were any closer to the
RWE behaviours. In fact, the response-variable of the imgildVE condition had a median value
that made it more distant from the RWE than the ‘complete’ J'¥&d had wider variation — but this
is only of secondary interest and one can only speculate #eetoause. This result suggests that the
improved IVE, which to be specific had radiosity computasiapplied to vertices within the model, did
not lead to an increased sense of presence with respect bebavioural definition and our indicator of
presence. This interesting result appears to further conffie suspicions of some experts in the presence
research field (Slaler, 2002; Sanchez-Vives and Slatef; Blater et 2ll, 2009b) who believe that high-
visual-fidelity is not necessary for a sense of presences #lso evidence that supports the related

investigation ol_Zimmons and Parter (2003) where the piatelnk between increased presence and
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high-fidelity environments has also been questioned thosgiy other presence metrics and definitions
(see also Section 2.4.3.) However, there is evidence theepce can bimcreased such as in the
work ofSlater et £1.1(2009a), where additional cues wemthiced that were not visually incremental
improvements but rather of a new modality, namely those aidyic shadows and reflections.

Having considered the research questions and addressedhtleach of the investigations, we now
summarise the overall contributions of this work, make &icai assessment of it, and point out some

potential avenues for future work in the vein of this thesis.

7.6 Summary

One of the greatest problems to face technologists degjidairpresence inducing IVEs is that of con-
tent and fidelity. The assumption that improving presencaduing more content and increasing fidelity
is often driven by advances in hardware technology whiadwallthis type of exploitation, and improve-
ments in software borne of the same objective. These are pieceived as the unique solution to
inducing presence, even if it is not acknowledged as prespeacse, but perhaps ‘realiﬂn’l’he author
believes that there is a danger here; to blindly progresemusuch assumptions without consideration
of which techniques and factors are most beneficial for tdadgement of presence. To determine this,
evaluation is required, and thus so too are measures.

The foremost important goal of the research was to demdadtra ability of gaze to be used as a
presence-response indicator. This was thought worthyvefsiigation because the direction-of-gaze is
part of the feedback loop when viewing an IVE, and thus is anals point in this perceptual loop for
monitoring this process.

Indeed, through Experiments | and Il the results of gazeyaimhave been shown to reflect the
perception of an observer’s environment. Not only that,imgortantly, the perception of an IVE as
far as gaze is concerned appears to be indistinguishaletfrat which takes place when viewing real
world content. This implies that gaze may be utilised as agmee-response indicator, as we can obtain
evidence as to whether an IVE observer's gaze is realistiat 16, whether their gaze is directed in a
realistic fashion.

In terms of presence research, as well as aiding the develapufi future tools for investigations,
the positive results found in this work serve as further emizk to support a particular view of presence-
response measures. The proponents of this view prefer antiMgy, behavioural/physiological-response
based approach to presence research. There are many glaiges of RAIR, ranging from subcon-
scious and autonomic responses to highly cognitive regsonaithough the direction of gaze may be
controlled in a volitional manner, it normally operates coisciously, being largely influenced by vi-
sual perception. This suggests that, for visually based|\g&ze is a good RAIR candidate for presence
measurement. Gaze, and even more so, gaze direction, @njstay of measuring RAIR that ideally
should be used as one elementin a battery of presence ioidicat

This work has also endeavoured to substantiate the contepgpresence threshold, and has pro-

duced compelling evidence that it exists for the induceréatsense of presence in an intended envi-

1The relationship between presence and realism was distirsSectioZZ11.
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ronment. This concept has been termed a ‘Minimal cues’ tiuldsand has been mentioned indirectly or
fleetingly in the presence literature, such as in Slaterdp00sselsteijn (2002) and Mania et al. (2005),
but had not hitherto been investigated. Itis because |VEgiree experiments represent reality so poorly,
intuitively it seems that there ought to be some threshaldExperiment I, a link was shown by way
of a common threshold in the domains of gaze and physiolbgylatter already being established as a
valid surrogate for measuring presence (via electro-deatdvity). This link served to strengthen the
evidence for a perceptual-presence Gestalt occurringegtaimt at which minimal cues are presented.
This novel method should afford a widely applicable presdndicator, not being reliant upon artificial
stimuli devices that often have to be shoehorned into IVEsdwoke a measurable response, when they
are contextually inappropriate. Its weakness howevesikik in temporal resolution, and thus the in-
ability to use it in a situation that requires real-time @¢ittn of presence. The results of the investigation
support the suggestion that there is a minimal-cues thtéstich is an important question to aid the
progress of presence research as it is surely imperativashmany foundational beliefs as possible have
scientific evidence supporting them. Without such asswdnture theories and investigations could fail

after great expense.

Although we have already mentioned the way in which a gazeorese reflects perception of an
IVE, we have alsin generaldemonstrated that it is possible to determine when altemptesentations
of an IVE are closer to some ‘ideal’ reference environmehisTould provide a valuable tool in its own
right, and although imperfect (as is any model) it is expethat it would be viable in many situations.
We demonstrated this specifically in Experiment |1, withttee’ and ‘worse’ IVEs to evaluate how they

compare with a reference model.

Having found that gaze in an IVE reflects gaze when viewind) weald content, we also have
evidence thavisual cuesare not isolated in the context of IVEs either, but that treagl cues in IVEs
appear to relate to those of the real world (Experiment IhisTis an important finding because it is
something that we find intuitive but nevertheless worthingdrom a scientific perspective. Itis evidence
that we are indeed right to look to the real world to inspiremren we desire to produce increasingly
compelling presence inducing IVEs. Conversely howeveraise found that we should be discerning
when we do this, as some efforts to increase ‘realism’ mag Higle value in terms of improving a

presence-response, as was demonstrated in Experiment I1.

Having been able to achieve the results herein by utiliseadttracking only is also notable. It is
of value to have demonstrated that perceptually indicatata can be gleaned from this low-resolution
source of information, without the aid of an eye-trackingide. This knowledge ought to be kept in
mind to encourage others that it may be worth testing suahst@nd modest methods when eye-tracking

may not be available or feasible in similar circumstances.

In sum, the author believes this work to provide several Harbht valuable contributions to the

field of presence research.
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7.7 Critique

This work is an initial step in a new research direction, hosvdérom few experiments it is not pos-
sible to derive well-founded theories. Because of thisyreiinvestigations ought to be carried out to
further substantiate the findings of this thesis, partityl® determine the constraints and limits of the
results, that is, the domain of their applicability. Thrbutpe repetition of the methodology and the
reproducibility of the results found in this thesis, thekewdd also be further defined.

This work only looks at one particular way of measuring pnesg and it must be remembered that
other work has also been carried out. Alternative meashed¢$fiive been proposed tend to have a greater
set of constraints over the method proposed in this workitlmutst be borne in mind that our method-
ology comes with its own limitations. This is particularlyié of the wide temporal resolution imposed
when gathering data (demonstrated by the need to use tel'glimimg windows’ in Experiment | or
otherwise aggregating data over time as in Experiment hg Tapability to obtain an immediate (in-
stantaneous) point measure of presence would surely beréout of an ideal presence measure, but
was not attained. Because of this, we do not have the ahilitietect breaks-in-presence, which is an
important issue as regards presence (SeEflonl2.4.4).

It should be noted that the environments described in tl@sishare always indoor, and of a fixed
size. Further work would be beneficial to discover how chagdghese parameters might affect these
results, including how the range of content from minimalistluttered environments might affect gaze
scanpatterns.

Whilst eye-tracking was problematic, utilising head tiagkalone provided an answer for the ex-
periments we undertook, but to what extent this methodotmyyd be extrapolated is not (yet) known.
Although eye-tracking was in our case circumnavigablend hen it becomes a more viable tool and
can provide in high resolution the exact fixation points i\, then more detailed investigations could
be carried out.

The method of ‘saccade contingent updating’ could have bksed to streamline the experiments
when using the eye-tracker. This would enable the ‘in-vidtynamic, changes in the virtual environ-
ments in Experiment | to be made, while reducing any distvadhat suddenly-appearing visual cues
could incur. This ought to be seriously considered in fuxperiments of a similar nature, and would

be one additional way that eye-tracking devices could ptoeg utility.

7.8 Further work

There are many ways in which this work can be extended in theduand these broadly fall into two
categories. Firstly, work should be carried out to furthdrstantiate and research the limitations of the
methods demonstrated. Secondly, some kind of standaretvark for the application of the techniques
could be developed, so that they may be used in practice t6dasign and for presence research. These
are very general points. The remainder of this section hew@wints out some specific areas for further

investigation.

For the experiments herein, the assumption was made thataon®/E presentation had sufficient
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visual cues to invoke a sense of presence, a transition warilthade to a presence state. However,
as pointed out in Sectidn Z.%.4 there are such things askbriegoresence’. While we have assumed
that such breaks in presence would last for a negligiblytshanation so that a state of presence would
be generally retained, breaks in presence are an imporgahbppresence research as well. It would
therefore be of great value to attempt to discern the ocooeref these breaks in presence from gaze if

this is indeed possible.

To investigate whether gaze can detect states of presencequéed IVEs containing various
levels of visual cues. Determining the nature of the miniynaquired visual cues (for inducing a state
of presence in an IVE) would be a difficult task, and is beydreddcope of this work, as it would require
some kind of systematic search of the myriad of conceivabteptential cues. Instead, this research
relies upon detecting changes in perception that occurtédksh when there are sufficient visual cues
displayed, that is, when a threshold is exceeded and so gegsence-response. Knowledge of what
the actual minimal cues might be remains largely unexpldretivould be of great value for constructing
IVEs.

It is expected that this relative CER scanpattern technaquad be fine-tuned; for instance the
optimal size of the segments requires investigation, aedlig a clustering method could be utilised to
instead determine the exact locations and boundaries abRegf Interest. This would have more than
one benefit, including obviating the need to estimate thergtsegment size(s), as well as lowering the
required number of Regions of Interest which may allow thestauction of a comprehensive scanpattern

model of an environment.

It would also be of value to further investigate the levelsGHR expected in scanpatterns, for
instance to determine whether there are approximate lefelER or characteristics of it that could
provide probabilistic indicators of cognitive states. Fatance, knowing whether a subject is ‘confused’
versus ‘performing a visual search’, or ‘present’ versysagiencing a ‘break in presence’ (Slater €t al.,
2003). Effects on the scanpattern, such as how it changéstiwie, task, and how it is affected by
prior exposure to an environment (memory), also are of greportance and should be investigated
(Hendersdrl, 2003; Mania efial., 2005).

The relationship between presence as investigated undadopted operational definition (as aris-
ing from an expected behavioural/psychophysiologicaoase) and the definition implied by the ques-
tionnaire, is another avenue for future research. Whiksothjective-measure results of the experiments
provided evidence supporting the hypotheses, the questiawas of little value in this respect, and as
such the investigation of the relationship between theestive and objective measures of such studies
would be of value not just in the context of eye scanpatteesgmce research, but in a wider context that

considers the various forms of presence itself.

The use of ‘saccade contingent updating’ could be of bermfisttreamlining the methodology as
used in Experiment|. Doing so could reduce the degree afatisbn caused by the dynamic introduction
of visual cues. An investigation of this sort would best beried out given more robust eye-tracking

technologies, particularly as high-speed sampling of fleep@sition is required for this purpose.
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Finally, another potential avenue for future researchuides microsaccades as possible indicators
of behavioural/physiological presence, as they have pravbe indicative of attention, and might there-
fore provide an interesting source of information regagdime presence-stale (Hafed and Clark, 2002).
High-speed equipment is necessary to detect such subtiertseof the eye. In a similar vein, because
it is generally measurable by standard eye-tracking eqeiignpupil dilation is another source of infor-

mation that may provide some insight into the sense of pasienVEs.
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Appendix A

Questionnaires
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Demographic Questionnaire - Experiments | & |

General Questionnaire

1.
Gender Please tick against
your answer
Male 1
Female 2
2.
My status is as follows: Please tick against
your answer
Undergraduate student 1
Masters student 2
PhD student 3
Research Assistant/Research Fellow 4
Systems/technical Staff 5
Academic staff 6
Administrative staff 7
Other (please write in)......... 8
3.
Have you experienced “virtual reality” before?
| have experienced virtual reality Please tick
against your
answer
1. Never before 1
2 2
3. 3
4, 4
5 5
6. .. 6
7. A greatdeal 7
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4.
To what extent do you use a computer in yolrr Please tick
daily activities? against your
answer
1. Notatall 1
2 2
3. 3
4. 4
5 5
6. ... 6
7. Very much so 7
5.

How many hours per week on the average do you spend playing computer or
video games (if any)?

The number of hours per week | play computer or video games is:

6.
On the whole, how do you rate your expertise with respect to computer or
video games?

My expertise with computer or video games is: | Please tick against
your answer
1. Complete novice 1
2 2
3. 3
4, 4
5 5
6. ... 6
7. Expert 7

Subject ID:
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Simulator Sickness Questionnaire

Simulator Sickness Questionnaire

Please report the extent to which you feel any of the following symptonredmyng
a ‘tick’ in one of the boxes for each symptom described:

Symptom ‘ None‘ Slight‘ Moderate‘ Severe

General discomfort ’ ’ ’ ‘

Fatigue ‘

Headache

Difficulty focusing

|
Eyestrain ‘
|
|

Increased salivation

Sweating

Fullness of head

Blurred vision

Dizzy (eyes open)

Dizzy (eyes closed)

|
|
Difficulty concentrating{
|
|
|
|
|

Vertigo

Stomach awareness

|

|

| | |
| || |
| | |
| | |
| | |
| L |
‘ Nausea ‘ ‘ ‘
| L |
| | |
| L |
| | |
| | |
| | |
| L |
| L |

Burping ‘
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Presence Questionnaire - Experiment |

Subject ID:
Questionnaire

The following questions relate to your experiences..

1. Please rate the extent to which you were aware of backgroundssin the real
laboratory in which this experience was actually taking placge Rhis on the
following scale from 1 to 7 (where for example 1 means that you were hardly atvar
all of the background sounds):

While in the virtual reality | was aware oPlease

background sounds from the laboratory: tick
against
your
answer

1.notatall ... 1

2. ... 2

3. 3

4. .. 4

5. ... 5

6. .... 6

7. very much ... 7

2. How dizzy, sick or nauseoutid you feel resulting from the experience, if at all?
Please answer on the following 1 to 7 scale.

| felt sick or dizzy or nauseous during Please

or as a result of the experience... tick
against
your
answer
1. not at all 1
2. ... 2
3. 3
4. ... 4
5. ... 5
6. ... 6
7. very much so 7
3. Gender:
1. Male 1.
2. Female 2
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4. To what extent were there times during the experiencen whe virtual
environment became the "reality" for you, and you almost forgot athmut'real
world" of the laboratory in which the whole experience was really taking place?

There were times during the experien€iase
when the virtual environment becanigk

more real for me compared to the "reegS:”St
world"... answer

1. at no time 1

IN
oulswN

6. ...
7. almost all of the time 7

5. When you think back about your experience, do you think of the virtual
environment more aignages that you sawor more asomewhere that you visitéd
Please answer on the following 1 to 7 scale.

The virtual environment seems to me Rlease

be more like... tick
against
your
answer

1. images that | saw 1

2. ... 2

3. ... 3

4. ... 4

5. .. 5

6. ... 6

7. somewhere that | visited 7

6. Have you experienced "virtual reality" before?

| have experience virtual reality l?lel:(ase
tic
against
your
answer

1. never before 1

2. ... 2

3. ... 3

4. ... 4

5. ... 5

6. .... 6

7. a great deal 7
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7. During the time of the experience, which was strongest on the, whoiesense of
being in the virtual reality, or of being in the real world of the laboratory?

I had a stronger sense of being in... Eliase
ticl
against
your
answer

1. the real world of the laboratory 1

2. ... 2

3. ... 3

4. .. 4

5..... 5

6. ... 6

7. the virtual reality 7

8. Overall, how well do you think that you achieved your tasks?

| achieved my tasks... Please
tick
against
your
answer

1. not very well at all 1

2. ... 2

3. 3

4. ... 4

5. .. 5

6. ... 6

7. very well 7

9. Consider your memory of being in the virtual environment. How similar in terms of
the structure of the memoitig this to the structure of the memory of othkcesyou

have been today? By ‘structure of the memory’ consider things Hi&kecktent to
which you have a visual memory of the environment, whether that meisiony
colour, the extent to which the memory seems vivid or realistiizie, location in
your imagination, the extent to which it is panoramic in your imetgpn, and other
suchstructural elements.

| think of the virtual environment as Blease

place in a way similar to other placetck.
against

that I've been today.... your
answer
1. not at all 1
2. ... 2
3. ... 3
4. ... 4
5. ... 5
6. ... 6

7. very much so 7



10. To what extent do you use a computer in your daily activities?

| use a computer... Please
tick
against
your
answer

1. not at all 1

2. ... 2

3. 3

4. ... 4

5. ... 5

6. .... 6

7. very much so 7

11. During the time of the experience, did you often think to youtisatfyou were
actually just standing in an office wearing a helmet or didvinteal environment

overwhelm you?

During the experience | often thought thétease
| was really standing in the lab wearing #k

helmet....

1. most of the time | realised | was in the lab

7. never because the virtual
overwhelmed me

environme

against

your

answer
1

R WN

S

t
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12. How many hours per week on the average do you spend playing computer or

video games (if any)?

The number of hours per week | play computer or video games is:

13. On the whole, how do you rate your expertise with respect to computer or video

games?
My expertise with computer or video games is:

Complete novice

1.
2
3.
4.
5
6
7.

Please tick against
your answer

N =

~NOoO Oolhw
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14. What objects do you remember being in the virtual environment?

15. Were there any objects you didn’t recognise in the virtual environment?
Yes / No

If so, what did you think they might have been?
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16. Further Comments
Please write down any further comments that you wish to mdkeit ayour

experience. In particular, what things helped to give you a seriseallj being’ in
the virtual environment, and what things acted to ‘pull you out’ and mealenore

aware of ‘reality’?

Subject ID:

Reminder - all answers will be treated entirely confidentially.

Thank you once again for participating in this study, and helping with our research.
Please do not discuss this with anyone for four days. This is becauseidiiess
continuing, and you may happen to speak to someone who may be taking part.
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Presence Questionnaire - Experiment ||

Subject ID:
Questionnaire

The following questions relate to your experiences..

1. Please rate the extent to which you were aware of backgroundssin the real
room in which this experience was actually taking place. Rédeon the following
scale from 1 to 7 (where for example 1 means that you were teawdhe at all of the
background sounds):

While in the virtual reality | was aware oPlease

background sounds from the real room: tick
against
your
answer

1.notatall ... 1

2. ... 2

3. 3

4. .. 4

5. ... 5

6. .... 6

7. very much ... 7

2. How dizzy, sick or nauseoutid you feel resulting from the experience, if at all?
Please answer on the following 1 to 7 scale.

| felt sick or dizzy or nauseous during Please

or as a result of the experience... tick
against
your
answer

1. not at all 1

2. ... 2

3..... 3

4. .. 4

5. ... 5

6. .... 6

7. very much so 7
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3. To what extent were there times during the experience whenvirtual
environment became the "reality" for you, and you almost forgot atheut'real
world" of the room (room GO1a) in which the whole experience wakyreaking
place?

There were times during the experienBase tick  Please tick
when the virtual environment becani§ainstyour | againstyour

more real for me compared to the "re&'S"e answer
world"... 15t ond
Environment | Environment

1. at no time 1 1

2. ... 2 2

3. 3 3

4. ... 4 4

5..... 5 5

6. .... 6 6

7. almost all of the time 7 7

4. When you think back about your experience, do you think of the virtual
environment more aignages that you sawor more asomewhere that you visitéd
Please answer on the following 1 to 7 scale.

The virtual environment seems to me Rtgase tick Please tick

be more like... against your against your
answer answer
151 2nd
Environment | Environment

1. images that | saw 1 1

2. ... 2 2

3. ... 3 3

4. ... 4 4

5..... 5 5

6. ... 6 6

7. somewhere that | visited 7 7
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5. During the time of the experience, which was strongest on the wlmlr sense of

being in the virtual environment, or of being in the real world (room G01a) ?

| had a stronger sense of being in... | Pleasetick | Please tick
against your | against your
answer answer
151 2nd

Environment

Environment

1. the real world (room G01a)

1

1

6. ....

DO |W|IN

7. the virtual environment presented on the HN

VID

~N[o|o|A~(w(N

6. Overall, how well do you think that you achieved your task?

| achieved my task... Please
tick
against
your
answer

1. not very well at all 1

2. ... 2

3. 3

4. ... 4

5. ... 5

6. .... 6

7. very well 7

7. Consider your memory of being in the virtual environment. How similar in terms of
the structure of the memoitig this to the structure of the memory of othkcesyou
have been today? By ‘structure of the memory’ consider things hi&eextent to
which you have a visual memory of the environment, whether that meisiony

colour, the extent to which the memory seems vivid or realistiize, location in
your imagination, the extent to which it is panoramic in your imetgin, and other

suchstructuralelements.

| think of the virtual environment as| Blease tick | Please tick
place in a way similar to other placedJainstyour |againstyour
that I've been today.... answer answer

1sl 2nd

not at all

1.
2
3.
4. ..
5
6
7.

very much so

Environment

Environment

1

OO |W|IN

mm&wmp
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actually just standing in a room wearing a helmet or did thali environment

overwhelm you?

During the experience | often thought thBtease tick
I was really standing in the room Wearing;';g: your

Please tick
against your
answer

2nd
Environment

1

a helmet....
1St
Environment
1. most of the time | realised | was in the room 1
2. ... 2
3. '3
4. ... |4
5 5
6. ... 6
7. never because the virtual environment
overwhelmed me

~N o0 ~lwN

9. Were there any specific moments in the experiment at which time the

environment seemed overwhelming?
Yes/No

10. If Yes, then can you try to describe and pinpoint that time for us:

11. What objects do you remember being in the virtual environments?

12. Were there any objects you didn’t recognise in the virtual environments?

Yes / No

13. If Yes, then what did you think they might have been?
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14. Further Comments
Please write down any further comments that you wish to naddaut your

experience. In particular, what things helped to give you a seriseallj being’ in
the virtual environment, and what things acted to ‘pull you out’ and melenore

aware of ‘reality’?

Subject ID:

Reminder - all answers will be treated entirely confidentially.

Thank you once again for participating in this study, and helping with our research.
Please do not discuss this with anyone for six months. This is becaustedpds
continuing, and you may happen to speak to someone who may be taking part.
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Appendix B

Further Data
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Gaze CER, 80 segments Gaze CER, 20 segments
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Figure B.1: Conditional Entropy Rate for HeadOnly dataraged across participants & 42).
Includes participants for whom eye-tracking was not catibed, providing a slightly clearer picture than
Figure[&.TB.
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