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Abstract 

This paper presents two algorithms, one monocular-camera and one multiple-view camera based, to estimate 
several anthropometric parameters of human skeletons underlying the human avatar consisting of a human 
skeleton and a mesh model. This results in an on-line implementation, which can use cheap sensors to give 
adequate results for biomechanical tracking with only four to seven parameters in the estimation process. 

The first, single-view camera based (monocular-camera), algorithm uses the MakeHuman (Bastioni and 
Flerackers, 2007) mesh model to estimate several anthropometric parameters that are directly or indirectly 
observable, such as length, hip and waist circumference, age … .  

The second, multiple-view camera based, algorithm uses a voxel-based method to estimate both the length 
parameters and the weight of the person. This is achieved by a multiple-view visual hull reconstruction that 
overfits the person in order to iteratively increase the number of voxels to better match the actual human's shape. 
This voxel-technique is furthermore used for person segmentation (head, torso, arms, and legs).  

The proposed methods are currently being extended to combine visual images with a depth image (Microsoft 
Kinect) or a laser range image (Hokuyo), since these sensors directly provide a point cloud of the person, hereby 
replacing the otherwise computational expensive voxel technique. 
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1.  Introduction 

Nowadays more and more robots tasks are targeted 
to function in common household environments, 
hence increasing the number of possible human-
robot interactions. These interactions require 
perception of the human and raise the need of 
individually adjusted human skeleton and mesh 
models (or combined in 'avatars'). These models are 
needed for gesture recognition, identification, … 
and need to be personalized. 

The need for automatic avatar (human skeleton and 
mesh) calibration in order to automatically obtain a 
personalized avatar, is also becoming more and 
more common in the entertainment industry 
(motion animation, games (Microsoft Kinect), 

teleconferencing, …) and in the medical sector (gait 
analysis, physiotherapy, revalidation, …).  

Although the human motion capture research is 
quite advanced and still ongoing (Poppe 2007),  
most of the avatars are still created manually and 
provide an ad-hoc solution for those applications. 
Only a small part of the human capture research 
focuses on the automatic calibration and creation of 
these avatars (Ahmed et al. 2005, Villa-Uriol et al. 
2003). Furthermore, most of them are animation or 
game-oriented while very few evaluate the usability 
of automatic avatar calibration for biomechanical 
purposes. In this paper we present two algorithms 
for automatic avatar creation and evaluate their 
applicability for biomechanical purposes (Van 
Deun et al. 2011). Both presented algorithms can be 
applied on-line with the use of cheap camera 



 

 

sensors as the Microsoft Kinect or the Primesense 
PSDK 5.0.  Both algorithms consider the achieved 
accuracy versus the calculation time, where on-line 
calculation was considered of higher importance in 
this paper. 

Section 2 of this paper presents the two algorithms 
for automatic avatar calibration: Section 2.1 first 
discusses the method using a monocular-camera 
and a MakeHuman mesh, while Section 2.2 
presents the voxel-based method using multiple 
camera views. Section 3 presents the experimental 
results and gives the specific details of the 
experimental setup. Section 4 discusses the 
achieved results in the context of this research and 
the accompanying paper (Van Deun et al. 2011), 
while Section 5 formulates the general conclusion 
and elaborates on future work. 

2.  Materials and Methods 

2.1.  Avatar creation based on the MakeHuman 
mesh with a monocular camera 

The goal of this algorithm is to estimate 
anthropometric parameters like length, width, … 
along with an initial estimate of the internal joint 
locations of the human skeleton underlying the 
avatar. This is done by a readily available 
monocular camera, hereby facilitating the use of the 
algorithm in a lot of  (for instance robot) 
applications. 

 

Illustration 1: The global workflow 

The algorithm consists of a computer vision 
segmentation algorithm, a model renderer, a 
matching function and a coordinator program. The 
Coordinator program implements a state machine 
that coordinates the other parts.  The applied work-
flow is shown in illustration 1. For each captured 
frame the coordination will create candidate sets of 
parameters and poses of the human. These will be 
rendered by the Model Renderer and compared to 
the input camera image, which is first fed to a 
Segmentation Algorithm, with a Matching 
Algorithm. This algorithm will give weights to the 

different candidate sets of parameters and poses, 
hereby allows the Model Renderer the coordinator 
to choose the most appropriate candidate set, 
resulting in the most likely avatar. 

 

Illustration 2: The shadow problem 

 

Illustration 3: The over-segmentation problem and 
background noise 

The first, Camera input and Segmentation, part 
segments the human out of a camera image: pixels 
originating from the human are colored white 
against a black background, resulting into a binary 
image (Illustration 2 and 3). The background 
subtraction algorithm used is based on a multiple 
learned background model allowing to cope with 
illumination changes. After the learning step a 
simple thresholded delta subtraction (Piccardi 
2004) proved to be the most performance/time 
efficient. 

 This binary segmentation however still requires 
additional aid to overcome the shadow problems 
and the over-segmenting and background noise 
(Illustration 2 and 3). To improve the segmentation, 
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the camera image, together with the binary 
segmentation, are fed into the GrabCut algorithm 
(Rother et al. 2004). The binary image gives a 
probabilistic prior to the foreground input of the  

GrabCut algorithm. The background output of the  
learning background method gives a probabilistic 
input to the background input of the GrabCut 
algorithm. The output of the GrabCut algorithm is 
an improved segmentation of the camera input 
image which is suitable for comparison with the 
model input. 

 

Illustration 4: The segmentation blockdiagram 

This multiple stage segmentation diagram  
(Illustration 4) allows for combinations of multiple 
segmentation types like hand and face detection, 
skin segmentation, … allowing to combine the best 
of the different segmentation approaches.  

 

Illustration 5: The MakeHuman Graphical User 
Interface 

The second, Model Renderer, part of the algorithm 
is a plug-in on the MakeHuman project (Bastioni 
and Flerackers, 2007). The MakeHuman project has 
its origin in the animation community where it was 
started to facilitate the generation of animation 
characters. It consists out of a rigged human mesh 

that can be morphed with input parameters like age, 
gender, muscle tone, ... 

Our extension to MakeHuman consists of a 
MakeHuman core extension in C and a plug-in 
addition in Python. The plug-in allows the user to 
configure all MakeHuman parameters (gender, age, 
length, …) and export this as a picture and an 
MakeHuman eXchange format file 
(MHX)(Illustration 5). The main advantage of 
MakeHuman is that the different configuration 
parameters underlying the human avatar are 
coupled: for instance of the estimated age is 
changed, the other parameters such as the length of 
the avatar will automatically change accordingly. 
This coupling allows the user to minimize the 
number of parameters needed for each specific 
application in order to decrease the calculation 
time. 

In the last, Matching Algorithm, step of the 
algorithm, a camera image is simulated from the 
estimated MakeHuman avatar. The obtained image 
is fed in the background subtraction method and 
this output is, in a last process, compared to the real 
camera segmented image of the human in order to 
obtain a goodness of fit. This comparison is based 
on moving a small three-by-three pixel Gaussian 
kernel over the input image in order to compare it 
the simulated MakeHuman avatar image (Buys et 
al. 2010). 

The Coordination and State Generation 
Algorithm coordinates the complete calculation. 
This program chooses the model state and sends 
this to the renderer (MakeHuman). The range of 
motion is based on active motion  (Winter 1990) 
while average values for the body segment lengths 
(Drillis and Contini 1966) were taken as a prior. 
This program generates the configuration state in a 
'brute force calculation' way (it iterates over all 
possible parameter configurations) and requests the 
result of the image comparison to take the end 
decision.  

After the model creation the exported MHX file can 
be used for tracking in Blender (Illustration 6) 
(Buys et al. 2010, Roosendaal 2011) or exported to 
other simulation and visualization frameworks by 
the Collada specifications (Barnes and Finch 2008).  



 

 

 

Illustration 6: After creation the avatar is imported 
in Blender 

2.2. Multiple-view voxel-based 3D perception 
and avatar rigging 

The goal of the second implementation is to 
estimate body weight and to be able to 
automatically adjust the found character rigging of 
Section 2.1 to more appropriate joint locations for 
the skeletal model underlying the avatar. The 
second algorithm is based on a multiple view 
approach. Furthermore, it can be seen as an optional 
addition to the first algorithm (Section 2.1) when 
multiple cameras are available.  

 

Illustration 7: Space carving example for one 
camera. The cones created by image pixels are 
simplified by lines. 

This implementation is based on the visual hull 
(Laurentini 1994) or space carving technique. It 
uses a calibrated multi-camera setup to recreate the 
visual hull of the person. This is achieved by 
segmenting the person out with a binary mask that 
is created as explained in Section 2.1. This mask 
covers the original rectified camera image. For each 
of the remaining pixels a process similar to ray 
casting (Appel 1968) is executed. This is done by 

combining the pixel coordinates with the combined 
camera calibration matrix (intrinsic and extrinsic) 
which gives a function for a 3D line in space (that 
from a camera point of view can be thought of as a 
cone but we simplify this to limit calculation effort 
(Illustration 7)). This line is discretized in the 
positive Z-camera axis and each of these points are 
back projected with the respective camera 
calibration matrix into the other segmented camera 
images.  

This process is repeated for each of the segmented 
camera images. For each of these points a 
probability (that the point is belonging to the visual 
hull of the person) is calculated based on the 
number of successful back projections. This proves 
to be useful in cases where the background 
segmentation process was unable to completely 
filter out a cluttered background. 

 

Illustration 8: Example of a visual hull sliced in the 
horizontal (transverse) plane 

 

Illustration 9: Centroid calculations 

From the found probabilities, a threshold is 
calculated in each iteration to take a minimum 
number of found voxels into account (this leads to 
the assumption that there is always a person in the 
image). This group  of voxels form the visual 
convex hull that is fitting over the person. The 
accuracy is related to the number of cameras, the 
resolution in respect to the field of view, and the 
discretization steps taken in the back projection 
phase. Our experiments show that the contribution 
to the accuracy when adding an extra camera to a 
setup using 5 or more camera's is limited and is 
only interesting if the field of view needs to be 
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expanded. 

Once the visual hull is recreated, it is sliced in both 
horizontal and vertical directions (sagittal and 
transverse plane). On each of these slices a blob 
detection algorithm segments the binary slice into 
multiple parts (Illustration 8). Each of these 
contours are considered both separately and 
together to give both a local centroid and a uniform 
centroid for the slice (Illustration 9). This allows 
the algorithm to evaluate the local centroid 
distances (Z) in correspondence to the uniform 
centroid (Zt) and take decisions on possible 'voxel-
noise'. A learning approach for this is considered as 
possible future work.  

 

Illustration 10: Line fitting through the centroids 

As a last step in the process the found centroids are 
imported in a line fitting algorithm, similar to curve 
skeleton analysis method (Lovato et al. 2009) 
where the intersection points of the lines prove to 
be good candidates for joint locations (Illustration 
10). 

The global centroid of the visual hull is a good 
indication for the center of gravity. Moreover the 
number of found voxels can be used to obtain a 
good weight estimate (provided that a weighted 
offset caused by the convex visual hull shape is 
subtracted). 

The current implementation does not include 
tracking, it only performs frame by frame 
calculation. Since tracking can drastically reduce 
the search space of possible human poses and 
parameters by using the information from the 
previous frame, the extension of the algorithm to 
tracking will be handled in future work. 

 

 

3.   Experiments and Results 

 

Illustration 11: Three of the requested body poses 

During the experiments the subjects were asked to 
stand in five known poses  with the 'neutral body 
position' as the starting pose (Illustration 11). These 
poses where recorded using five synchronized 
cameras for visual input, two Hokuyo laser 
scanners, and a Microsoft Kinect for point cloud 
generation. Afterwards the body measurements of 
the sagittal and coronal contour as well as weight 
were taken, combined with a high resolution 3D 
scan of the torso. 

 

Illustration 12: MakeHuman pose matching with 
only arm length variation 

The different parts of the algorithms are 
implemented in a component based framework 
using the ROS (Quigley et al. 2009, Willow Garage 
2009) and Orocos frameworks (Soetens 2006) and 
interconnected using the ROS middle-ware. The 
different processes make use of the OpenCV 
(OpenCV 2011) and OpenGL libraries (OpenGL 
2011) as additions to the MakeHuman plug-in. 

 



 

 

3.1 Avatar creation experiments based on 
MakeHuman mesh 

For this experiment the priors for the joints were 
taken from the five known body poses and only a 
slight variation was allowed. Furthermore the 
known gender, age, and geographical origin where 
fed into the prior state of the model.  

In order to evaluate a single pose/parameters set for 
nine parameters, the algorithm needs about 27 
seconds. The calculation time furthermore grows 
exponentially with the number of parameters, 
making the algorithm too computationally intensive 
for on-line (for instance robotic) applications for 
more than about seven parameters. For most 
applications however, only 4 parameters (Van Deun 
et al. 2011) were needed to successfully create a 
mesh model that provides sufficient accuracy for 
applications such as human robot interaction. 
Estimating these four parameters can be done on-
line using a currently single threaded program. 

3.2    Avatar rigging estimation based on visual hull 
reconstruction 

 

Illustration 13: The Kung-Fu dataset camera setup 

 The initial tests for this part are based on the 
“Kung-Fu Girl” dataset provided by the GrOVis 
research group (Graphics-Optics-Vision 2011). 
This dataset provides a virtual setup with some 
movements not common in the daily life. Together 
with the known ground truth they provide a good 
evaluation set. It has 24 cameras, placed circularly 
around a dancing model (Illustration 13), with 
known intrinsic and extrinsic calibration matrices. 

Underlying the proposed algorithm are a couple of 
assumption that we will state explicitly. The 
algorithms assumes that all camera calibration 
matrices represent a simple pinhole camera model 
and second order distortion model. Furthermore, an 
upright position of the human is assumed, in order 
to be able to assign the body parts correctly to the 

human mesh. The person also needs to be fully 
visible in all camera images. 

 

Illustration 14: Two difficult poses from the Kung-
Fu dataset 

Based on the results of the algorithm on the above 
dataset and the recorded datasets of real people in 
five poses we conclude that the algorithm functions 
fine as long as all assumptions are met (like legs are 
kept lower than arms). Illustration 14 shows a pose 
not meeting the assumptions, where the leg is 
higher than both arms. Although segmentation still 
takes place correctly, the body parts are not 
assigned correctly (the lifted leg is thought to be an 
arm). 

The first results with the limited dataset showed 
that a 5-10% accurate body weight estimate could 
be accomplished using this method. For the joint 
locations further work with external verification 
needs to happen (based on measured markers). 

4.  Discussion 

Both algorithms presented offer centimeter 
accuracy with on-line calculation as a main 
advantage. On-line calculation was set as the main 
priority with human robot interaction as an 
application. 

As illustrated in our accompanying paper (Van 
Deun et al. 2011) it sufficed to take  three or four 
good fit parameters to have a well fitting model for 
biomechanical purposes. The advantage of 
MakeHuman is that a prior for the model can easily 
be generated without doing body measurements, as 
a physician normally already knows parameters like 
age, weight, gender, origin, … thus limiting the 
need for extra body measurements and additional 
calculations. 
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5.  Conclusion and Future Work 

 The paper illustrates two camera-based algorithms 
to automatically generate human avatars (skeletal 
model and human mesh) that are adequate for 
medical and robot-assistance purposes and avoid 
taking extra body measurements (Van Deun et al. 
2011). It shows that the MakeHuman project is 
suitable to be adopted for biomechanical 
measurements. 

Both presented algorithms can be calculated in an 
on-line manner and are therefore suited for 
implementations in robot perception algorithms, 
hereby contributing to for instance the application 
of human-robot interaction. 

 Future work includes avoiding the brute force 
calculation approach that our current 
implementation includes. This can be done by 
implementing an estimation algorithm (Extended 
Kalman filter, particle filter) (Kalman 1960, 
Gordon et al. 1993) if tracking on video feeds is 
required. 

 Future work will furthermore implement an avatar 
adaptation algorithm that can be executed also 
during tracking  and can take multiple segmentation 
hints as well as learning approaches to minimize the 
background noise influences. 
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