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Abstract

This thesis presents an automated and decentralised configuration and management sys-

tem for sets of autonomic base stations in wireless access networks. The system imple-

ments self-configuration, self-optimisation, self-healing and self-protection. Compared to

existing centralised systems, where a central management device computes and dissemi-

nates management information, this system improves reliability by eliminating the central

point of failure and can increase performance due to parallel communication and process-

ing. A second novel feature of this approach is the integration of external information

into the distributed algorithm, further improving the quality of the configuration result.

This thesis describes the proposed approach and its prototype implementation. It also

presents a qualitative evaluation and experimental results that illustrate the scalability

properties of the system. It finds that the prototype implementation of a self-managed

wireless access network scales with large numbers of base stations.
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Chapter 1

Introduction and Motivation

During the last years, the traditional world of networking has changed. Radio networks

allow users to become more mobile and flexible. With the success of IEEE-802.11 based

radio networks and the third generation cell-phone, participants of today’s global network

community are used moving freely while they are connected to the Internet. Next to the

private consumer, more and more enterprises are using wireless access networks to allow

their employees improved mobility inside their buildings and at any place where their

business occurs. Next to this, it allows enterprises to maintain a flexible and reusable

network infrastructure. It is possible to redeploy the equipment if the organisation makes

a need for change.

These wireless access technologies have been successful because they allow people to be

connected independently of their location. While this radio technology has been growing

over the years, the lack of proper management capabilities for these networks became

obvious. This thesis contributes to the ongoing research process in the area of wireless

access network management.

1.1 Contributions

Very few wireless access network technologies include adequate management mechanisms.

Even if they include such mechanisms, these systems typically only focus on physical or

link-specific characteristics and they do not manage higher-layer properties. For example,

IEEE-802.11-based networks do not include any management functions. Each base station
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Chapter 1 Introduction and Motivation

provides an area of wireless coverage that is completely isolated from its neighbours. The

management of each base station is independently of its neighbouring stations.

Existing approaches to managing IEEE-802.11-based access networks that consist of mul-

tiple base stations are primarily centralised. A central master system periodically com-

putes a global configuration for the whole network based on available information. It

then pushes this configuration out to the individual base stations in a piecemeal fashion,

or they pull their respective configurations in from the central system.

A centralised approach has several disadvantages. First, the creation of central points of

failure make the system unreliable, e.g., if the central management station fails the whole

network is not able to deliver its services in an adequate manner. Second, the creation

of network and computation bottlenecks by forcing the management operations through

one node (the central management station) reduce the system’s scalability capabilities,

i.e., any decision regarding network expansion is based on the management stations ca-

pabilities. Third, it complicates the system, because this approach introduces additional

infrastructure, i.e., the central master.

This thesis presents a decentralised approach for management of a set of collaborating

base stations. The individual base stations aggregate and share network information

in order to implement self-management functionality. They implement a distributed

algorithm that computes a local configuration at each base station based on the shared

information such that the overall network-wide configuration is consistent. Each station

acts fully autonomically, i.e., they manage themselves based on high-level objectives [51].

Although the current prototype described in this thesis focuses on managing an access

network based on IEEE-802.11 base stations, the general mechanism is applicable to other

wireless access technologies.

Figure 1.1 shows four wired connected base stations and several mobile nodes inside

their coverage area. They are not connected to central management station, thus acting

autonomic.

A decentralised approach is inherently more resilient to failure. Because each base station

2



1.1 Contributions

Mobile node

Base station

Radio coverage

Internet

Figure 1.1: A wireless access network without a central management station.

computes a local configuration based on exchanging information with its neighbours, it

can react locally to changes in its local environment without involving a central master.

Furthermore, a decentralised system allows the group of base stations affected by a local

change in their environment to react locally. This can improve scalability, convergence

time and communication overhead.

A decentralised approach, however, also introduces challenges, for example, to guaran-

tee convergence, establish system-wide consistency of the configuration, as well as trust

issues between otherwise independent nodes or the problem of discovering new system

members.

The next section explains the background to this thesis and shows the reason for devel-

oping new management capabilities for wireless access networks.
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Chapter 1 Introduction and Motivation

1.2 History and Background

The Internet has included wireless links almost since its beginning. Satellite-based com-

munication [28], radio-based networks like ALOHANET [6] or packet radio networks [46]

provided connectivity without wires in the early Internet. However, these systems were

not available or affordable by many users and consequently not very prevalent.

The evolution of cellular networks introduced long-distance wireless connectivity for the

masses. The first generation of mobile cellular networks was made available in 1983 with

the advanced mobile telephone system (AMPS)[85]. The second generation (2G) like

the global system for mobile (GSM) [55] introduced digital multiple access technology,

i.e., time division multiple access (TDMA) and code division multiple access (CDMA).

It was developed in the 1980s and was available in 1991. Although the first generation

supported primarily voice communication, second generation offered rudimentary data

communication like the short message service (SMS).

The next step for cellular networks was to provide enhanced data-transport service to

allow users to access their Internet services through their mobile-phone account. This was

introduced with the general packet radio service (GPRS) [49] in the 1990s. Additionally

GPRS allowed volume-oriented charging.

However, cellular networks still had low bandwidth, i.e., they were not widely used

for data transport. Third-generation (3G) cellular networks, e.g., the universal mobile

telecommunications systems (UMTS), made the execution of mobile applications possible

through their higher transport capabilities [47].

Another key technology in the area of mobile communications are wireless local area

networks (WLANs) based on the IEEE-802.11 family of standards [1]. They started

to provide mass-market wireless connectivity ten years ago and are still becoming in-

creasingly more popular. They are a low priced alternative for wireless access on short

distances.
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In the future, other wireless access technologies, such as WiMax [82], various ultrawide-

band technologies [60] or future-generation cellular networks [58][5][59], will provide even

more users with a variety of different wireless access technologies. More information can

be found in [77].

Wireless access networks offer a new kind of mobility. People may roam freely while

being connected to a network and they can work at nearly any place they want [38][42],

e.g., a test engineer is able to retrieve information from his companies main frame while

performing his measurements.

In addition, these networks give users a new kind of flexibility. They can connect whenever

they want. The evolution in networking made a whole new industry possible. Internet

service providers (ISPs) are now able to offer public hot spots in places like a municipal

park, an airport or a hotel. Furthermore, running a wireless access network instead of

a wired one may even be cheaper. There is no need for cable installations that are cost

expensive and time consumptive. Historical buildings may not even allow installing a

wired infrastructure.

Another movement that came up with wireless LANs are grassroots community networks.

Volunteers connect together their private wireless infrastructure, offering a free service

for all members, even guests.

Additionally, more and more applications and solutions appear on the wireless market.

For example, key drivers for wireless LAN adoption are voice over IP [42], online games,

video streaming and conferencing. Because of these, wireless networking has become

more popular and wireless connectivity has becoming ubiquitous.

Providing wireless connectivity to a larger geographic area requires deployment of multiple

base stations, each of which covers a fraction of the total region. This is independent

of the specific network technology used to provide this connectivity. The most popular

method of deploying these base stations is as access networks that extend the wired core

network by a single wireless hop. Typical large area wireless access networks are described

in [52][74].
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Chapter 1 Introduction and Motivation

Deployment of multi-hop wireless access networks is also possible, but less popular due to

the intrinsic complexities of this approach, for example, self-interference when forwarding

across wireless links [30][9].

Once deployed, a set of wireless base stations requires continuous management to provide

a uniform service environment, recover from faults, or maximise overall performance,

among other reasons. Manual management of each base station is only possible for very

small sets. As the set of deployed base stations grows, automated management becomes

a necessity.

1.3 Wireless Access Networks

This section defines the characteristics of a wireless access network. Furthermore, it intro-

duces the concept of a self-managed wireless access network and lists the characteristics

that such an network will have.

1.3.1 Components

A wireless access network contains two groups of nodes. First, the base stations, which

provide wireless uplink connectivity to a wired network for the second set of nodes,

the mobile nodes. Furthermore, they may provide services for the mobile nodes, such

as authentication mechanisms, address allocation [34], domain name resolution [54] or

routing. Note, that access point is a synonym for base stations in the area of IEEE-

802.11 wireless LANs.

Mobile nodes use the base stations to connect to each other and to a (wired) network.

They are mobile and roam between the base stations of the wireless access network,

i.e., detach from the current base station, change location and attach to another base

station. Note, that client or wireless client are synonyms for mobile nodes in the area of

IEEE-802.11 wireless LANs.
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1.3 Wireless Access Networks

1.3.2 Characteristics

To implement a system outlined in Section 1.1 the first question that has to be answered is

what makes wireless access networking different from wired networking and the problems

that have to be taken care of, which do not exist in wired local area networks (LANs).

First, rapid environment changes, e.g., radio noise, radio interference or signal attenuation

[18]. For example, base stations change their radio channels or reduce transmit power in

order to avoid interference with other senders.

Second, load changes that come with mobile users. New users may connect to a base

station; they may leave or switch from one station to another. The base stations have

to react with a load balancing mechanism in order to distribute the mobile nodes over

the base stations. Furthermore, they can allocate additional or release unused resources,

e.g., processors or network bandwidth, to be able to serve a greater or lesser number of

mobile nodes.

Third, security issues that arise with having a wireless access network. Malicious users

may interrupt the communication, may catch sensitive information or spoof regular users.

Even regular uses may not be trusted. These are problems that do not arise in a typical

wired network, i.e., the access to the network is restricted to those who have access to

the wire.

Consequently, a management system for a wireless access network must be able to detect

and to rapidly adapt those changes and, to be effective, establish the changes on all

regarding base stations. In addition, the detection of security threats by the base stations,

which have to be taken care of in the same way, i.e., the threat must be reported to all

regarded base stations and confronted by them. However, to find a solution for the variety

of security threats in wireless access networks is outside the scope of this thesis (for more

information see [37]).
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1.3.3 Self-Managing Wireless Access Networks

To allow a wireless access network as defined in the sections above to be distributed and

self-managed it needs autonomic base stations. For this kind of base stations, several

goals are defined. The stations must implement self-organisation, self-optimisation, self-

configuration and in order to implement this they have to be self-adaptive. Furthermore,

the system should be self-healing and self-protecting in order to create a high available

wireless access network. A further step is a self-deploying network as described in [56].

However, this is not targeted by this thesis but may be a target for future work.

Self-Organisation and Self-Optimisation

The self-managed wireless access network must be able to adapt changes detected by its

members. This has to be done without external influence, e.g., an administrator or a

management station. The self-managed wireless access network continuously seeks for

opportunities to improve its own performance and efficiency. If, for example, one base

station has a large number of mobile nodes connected to it, it may inform its neighbouring

stations about this fact and together, as a whole system, they may decide to readjust

transmit power to force the mobile nodes to reconnect and get a more balanced result.

Self-Configuration

When a station starts up it must be able to integrate itself into the wireless access network

without depending on a external management entity, e.g., a central management station

or an administrator. A self-configuring base station is able to determine its local con-

figuration based on its locally collected information and the information retrieved from

other base stations.

Self-Healing and Self-Protection

The self-managed wireless access network has to react to failures, errors and disruptions as

fast as possible. The network automatically detects, diagnoses and repairs its components.

For example, if a participating station fails, the neighbouring stations extend their radio

8



1.4 Problem Description

transmission power in order to ensure radio coverage. Furthermore, the system has to

react on security threats and forced errors from malicious users. This also includes that

the system tries to avoid such threads in the first place, i.e., implements authentication

and encryption mechanisms.

1.4 Problem Description

As a result of the definition of the capabilities of a self-managed wireless access network,

the goals for the development of autonomic base stations can be described. They define

the problems that have to be taken care of to let the vision of a self-managed wireless

access network come true.

Each base station is autonomous, i.e., has a local copy of management information and

a local installation of the management mechanisms, in order to be able to self-configure

itself.

To apply a self-organising mechanism that allows further self-optimisation the base sta-

tions have to be connected with each other in order to be able to exchange information.

That means, they have to find each other, have to contact each other and apply authen-

tication during their self-configuration process.

As mentioned, the network is self-adaptive, thus each base station has to inform all

others about changes in its environment. Furthermore, the base stations have to trust

the exchanged management information. and the information has to be protected against

malicious users in order to ensure confidentiality (self-protection).

Additionally, the self-managed network needs a communication paradigm that ensures

high scalability, i.e., the exchanged traffic should not rise dramatically with a growing

system of participating stations. A station that cannot find any other suitable participants

has to set a default configuration, i.e., each station must be able to work alone in order

to ensure self-configuring capabilities for each individual base station.

Finally, a base station that detects a failure or error has to solve it locally or, if necessary,

inform other stations in order to solve it globally, to implement a self-healing behaviour.

9



Chapter 1 Introduction and Motivation

1.5 Research Objectives

To solve the various tasks that come with the idea of a decentral management mechanism

for self-managed wireless access networks and to fulfil the defined targets in order to

implement it, the main objectives for this thesis are:

1. Define a protocol that implements self-configuration for autonomic base stations.

2. Find a self-adaptive solution for the base stations behaviour.

3. Find applications that implement self-protection, self-healing and self-optimisation

for the self-managed wireless access network.

4. Analyse the scalability of the proposed management system.

1.6 Thesis Organisation

Chapter 2 describes existing approaches for wireless LAN management and related work

in the area of node collected information. Furthermore, it discusses related technologies

and algorithms, e.g., epidemic protocols. Chapter 3 presents the decentralised solution

that is the key contribution of this thesis and different applications that may run on

the proposed management system. Chapter 4 makes a quantitative evaluation of the

prototype implementation and a qualitative discussion of the proposed concept. Finally,

the conclusion and discussion of future work in Chapter 5.

10



Chapter 2

Related Work

Related work to the proposed management system exists in several areas. First, existing

management solutions for wireless access networks are discussed, analysed and compared

to the proposed management system, especially for IEEE-802.11 wireless LANs. Second,

wireless LAN analysers are introduced, which are in several areas related to the nodes that

provide external information to the proposed management system. Third, the ongoing

work in the area of the integration of external information into the management process is

described. Fourth, epidemic protocols that are used by the proposed concept for reliable

and scalable information distribution are explained.

2.1 Management Solutions for Wireless Access Networks

Two different paradigms exist in managing wireless networks. Centralised systems use a

single master device or a small group of cooperating master devices to configure a group

of base stations. The second approach is decentralised. Here, the individual base stations

are autonomous entities that collaborate as peers to arrive at a consistent, system-wide

configuration. This section describes existing approaches in both areas and describe a

third, hybrid approach.

2.1.1 Centralised Management Systems

Several companies provide centralised management solutions for groups of wireless base

stations [18][23][24][25][36]. The majority of these systems implement link-layer “wireless

11



Chapter 2 Related Work

switches” that connect base stations that act as wireless bridges to a switched wired net-

work. The connection is typically based on the lightweight access point protocol (LWAPP)

[27], which tunnels packets from the mobile nodes to the central management station.

The link-layer switch implements the management component. This centralised, link-

layer approach offers traffic and channel management, policy, bandwidth and access con-

trol [42]. Additionally, this solution provides intrinsic roaming, because the management

device can handle node movement at the link layer. Furthermore, centralised solution

vendors promise a reduced total cost of ownership (TCO) for the wireless access network

[17] compared to existing non-centralised and non-automated solutions.

Centralised link-layer solutions also have drawbacks. Link-layer broadcast domains can-

not arbitrarily grow due to the scalability issues associated with broadcast traffic. Ad-

ditionally, the topology of the wired network may not allow direct connection of the

management system to the base stations. Centralised network-layer solutions address

this shortcoming, e.g., specialised network appliances or software installed on a personal

computer [22][14].

Figure 2.1 shows four base stations. Two of them are configured by a wireless switch with

link layer access. The other two cannot be access on link layer because of the router, thus

a management appliance is used to establish Internet layer access to the base stations.

An administrator can configure both management devices.

Furthermore, as mentioned in the introduction, a centralised approach has additional

drawbacks, e.g., the creation of central points of failure and the creation of network and

computing bottlenecks.

Another problem comes with the traffic management. In many central solutions, the

wireless traffic goes from the base stations directly to the central management station.

However, the IEEE-802.11 standard is only about 45 percent efficient with encoding and

encryption overhead, i.e., an IEEE-802.11a/g capable base station actually inserts 54

Mb/s into the wired network that are only 25 Mb/s of actual wired IEEE-802.3 data [80].

These circumstances make the scalability problems that come with the central solution

12
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Administrator

Wireless management 
applicance

Wireless management 
switch

Base stations

Radio coverage

Wired router

Figure 2.1: Centralised management solutions with both link and Internet layer access to the base

stations.

even worse, because the entire overhead of the IEEE-802.11 protocol is tunnelled through

the wired network. In the decentral approach, only the payload is inserted into the wired

network.

Additionally, the more complicated infrastructure, i.e., the central management station,

may make the roll out of the wireless access network more time and cost consumptive.

2.1.2 Distributed Management Systems

Decentralised management solutions are popular to configure mobile ad hoc networks

(MANET) [30][77]. These management systems typically focus on the challenging task of

enabling peer-to-peer communication in highly dynamic, mobile environments [45]. They

are widely used in environments were no wireless infrastructure exists at all.

In contrast, the decentralised solution presented in this thesis focuses on configuring a

13
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stationary wireless access network for mobile nodes, with the goal of improving efficiency

and performance.

However, because of their nature that each node decides based on its local scope [8] and

no central management station exist they are very familiar with the proposed concept.

Various research [53][86] is still ongoing in order to find a self-configuring solution for

those environments.

The typical ad hoc approach uses the same IEEE-802.11 device for providing service to

others and its own uplink. Compared to that, [9] introduces up to three radio devices

on each ad hoc node, one for providing service to clients and two as part of a backbone

structure.

Internet

Mobile node

Base station

Radio coverage

Radio traffic

Figure 2.2: Ad hoc mesh with three radio devices at each node.

Figure 2.2 shows four base stations with three radio devices. One to provide uplink
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connectivity to the mobile nodes and two to build a backbone network, i.e., one to

provide uplink to other base stations and one get uplink from another base station. The

usage of three devices reduces interference problems, i.e., different devices are used for

different purposes.

Furthermore, the device for the mobile works typically in the IEEE-802.11b/g channel

spectrum, the backbone in the IEEE-802.11a spectrum in order to avoid interference

between the different devices. The top base station provides the uplink to the wired

network.

Such an approach is even more similar to the proposed concept but focuses on using only

wireless access technologies. The proposed concept is able to handle both, i.e., the uplink

device of each base station can be wired or wireless.

Ad hoc networks are not only used in IEEE-802.11 wireless LANs but also in 802.15

personal area networks (PANs), thus have different tasks to solve, e.g., energy manage-

ment.

2.1.3 Hybrid Management Systems

Besides centralised and decentralised approaches, hybrid approaches exist. [81] pushes

functionality from the central system into the base stations, which are therefore slightly

more complex than the simple wireless bridges of centralised approaches. The base sta-

tions handle all radio specific functions, the central management station handles security

control, management and data flow analysis [80].

For example, the central device handles user authentication in order to allow users to

access all base stations in the network. On the other side, the base stations perform radio

analysis and statistics in order to locate rogue base stations.

[73] introduces access point agents which are installed on regular computers, distributed

over the system and managing conventional base stations. This approach introduces

decentralisation but is based on base stations that already exists an the market.
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Although hybrid systems offer minor scalability increases, they do not completely address

the drawbacks of centralised systems, i.e., they are still not as scalable as a decentralised

system and still have central points of failure.

2.2 Wireless LAN Analysers

Another area in wireless access network management are WLAN analysers. The informa-

tion that base stations collect by themselves is limited. The usage of specialised scanning

probes can improve radio measurements and troubleshooting.

Vendors like Airmagnet, Agilent Technologies [10] or AirDefense [12] provide equipment

for radio and security measurements in wireless networks. However, these solutions do not

go the whole way. They concentrate on analysing but do not integrate this information

into the management system as the proposed approach does.

2.3 Integration of External Information

The integration of external information is used in the proposed concept in order improve

the information base of the base stations. Related work exists in that area.

The usage of knowledge collected from the mobile nodes has been described in [71] as

a neighbour discovery mechanism. This approach goes into the same direction as the

later described integration of external information but uses the mobile nodes only for

neighbour discovery and not for measurements as part of the self-management process.

[29] use the mobile nodes to spread information between the base stations but focuses on

quality of service (QOS) related questions.

[56] is very similar to the proposed concept, they use node collected information as part of

the self-management process in order to establish a cellular automata [70] like mechanism

where each base station decides independently. However, in this approach, the base

stations do not communicate with each other, thus they can only find a pair-wise state

for management information that can be seen by individual stations and mobile nodes,

16



2.4 Epidemic Protocols

e.g., radio channel assignment, radio transmission power level assignment or interference

level.

2.4 Epidemic Protocols

For scalability reasons the proposed concept uses an epidemic algorithm in order to avoid

centralised data repositories and keep the number of messages as low as possible.

Although, these protocols came from the database world [32][65], they are also used in

sensor networks [41] and various peer-to-peer systems. The usage of epidemic algorithms

in large distributed systems has been discussed in [35][43]; the problems of malicious peers

in such systems in [44].

In typical epidemic approaches, the nodes pick their communication partner at random

(anti-entropy) [75][39][50]. Because they do not rely on a specific topology, e.g., ring or

tree, they are very robust in terms of node failure. However, these approaches do not

take the benefits of knowing the topology in account.

In the proposed self-managed wireless access network, each station decides based on its

neighbourhood in airspace which stations to take for the information exchange. Com-

pared to the idea of anti-entropy this has the benefit of being able to piggy-back the

epidemic message spread on information that has to be exchanged between neighbours

only. However, even if in terms of classical epidemic theory this is not an epidemic algo-

rithm anymore, it comes closer to the original paradigm of human diseases, i.e., objects

that are physically nearby get infected.

2.5 Summary

This section has described existing technologies in the area of wireless LAN management;

next to this, it introduced WLAN analysers and the usability of the mobile nodes knowl-

edge. In addition, it introduced traditional epidemic protocols and explains the difference

to the epidemic approach used in this thesis. The next chapter will discuss the proposed

solution for the problem of automated wireless network management.
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Chapter 3

Solution

This chapter describes the proposed solution for decentralised wireless access network

management. After discussing assumptions that are made by the self-managed base sta-

tions, it then describes the basic system’s functionality and discusses security aspects.

Finally, it introduces different management applications that may run on the basic sys-

tem.

3.1 Assumptions

A base station in the proposed self-managed wireless access network has to fulfil several

requirements. Each base station is a full-fledged Internet protocol (IP) [62] router for

its delegated IP subnet, able to operate stand-alone. It needs at least two network

interfaces; one to provide wireless services to its mobile nodes and a second interface

(wired or wireless) for uplink connectivity to the networks behind that base station, e.g.,

the Internet. This interface is used as management interface for the information exchange

between the self-managing base stations. Additional interfaces, when present, can act as

probe interfaces, they can offer additional connectivity for the mobiles nodes on different

channels or link protocols or represent different uplink interfaces to different wired of

wireless networks.

Figure 3.1 show three base stations. Each of them has one wireless interface to provide

uplink functionality to the mobile nodes. Two of the base stations have only one uplink
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Internet

Wireless
interfaces

Uplink
interfaces

Mobile nodes

Base stations

Radio coverage

Figure 3.1: Each base station has at least two interfaces.

interface to the Internet, which they also use as management interface. The third base

station has a second uplink interface in addition to the management interface.

Base stations automatically distribute the available address space among them, configure

subnets for the mobile nodes on their wireless interfaces and configure the addressing of

their uplink interfaces. In the current prototype, IP auto-configuration occurs through

a separate mechanism that was an earlier research effort [76]; the next revision of the

prototype implementation will integrate this process.

The current prototype uses X.509 [7] certificates signed by a common certification author-

ity to establish trust between base stations and to indicate access network membership

(self-protection). Consequently, each base station has an individual certificate. This cer-

tificate has a second function: a hash of the certificate provides a statistically unique

identifier for each base station in current prototype implementation. The prototype uses

the MD5 algorithm [68] for this purpose. Alternatives to a hash are possible, e.g., medium

access control (MAC) addresses of the wireless or uplink interface or the IP address of
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the uplink interface. However, IP addresses may change and the MAC addresses are

hardware dependent.

3.2 Basic Concept

The proposed concept is based upon the idea that the management functionality will

be entirely distributed, i.e., no central management station exists. This avoids having a

central point of failure or bottlenecks in communication and processing. Therefore, each

station must implement the management capabilities (autonomic base stations) and each

station must be able to work stand-alone.

To allow the distributed base stations to interact as one homogeneous wireless access

network, information has to be exchanged. Information that is important for the wire-

less network configuration and management, e.g., radio frequencies, traffic encryption,

roaming information etc. The communication paradigm is that each station retrieves

information from all its neighbours, i.e., stations in radio range.

Based on retrieved and locally collected information, a station is then able to select an

appropriate configuration. Compared to a central solution where each station informs a

central management station but not other base stations, this neighbourhood approach

reflects the plausibility that stations that are close together (in radio range) have often

information to exchange that is not important for the entire wireless access network. For

example, the stations radio frequency to avoid interference or the amount of connected

mobile nodes in order to implement a load balancing mechanism.

Some part of the information that is exchanged between single base stations has to be

consistent throughout the entire network (global information). This global information

is spread as part of the continuous information exchange between the neighbours. It

is spread throughout the network by epidemic replication. Each station only informs its

direct neighbours that in turn will then forward it to their neighbours, to float throughout

the entire network. Each base station informs its neighbours about changes in periodic

intervals. However, information floods need more time to get throughout entire network
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but this procedure avoids message storms compared to an approach where each change

is immediately forwarded by the base stations.

Base station with 
new information

Base station

Radio coverage

Figure 3.2: Epidemic message spread: A base station only informs its direct neighbours.

Figure 3.2 shows a base station that sends new management information to its neighbour.

In Figure 3.3 this neighbour forwards all changes of its information base, including the

changes initiated in Figure 3.2, to its own neighbours at its next forward interval. This

includes a message back to the originating sender, which is recursive if no other change has

happened during the interval. However, this happens only once because for the originating

station this is no new information anymore, thus it will not forward the change again.

If a base station wants to initiate management information changes, the epidemic replica-

tion avoids that a station has to contact all other stations within the network individually.

Additionally, a base station does not even have to know all other base stations within the

network but only its own neighbours.

Another concept, which is proposed as part of the concept, is that the base stations get

provided with information, but the configuration is done completely autonomously, i.e.,

no base station can force another station to use or not to use specific information. This

reflects several considerations, i.e., no intruder can force the base stations to work in
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Base station 
forwards 

new information

Base station

Radio coverage

Figure 3.3: Epidemic message spread: The neighbour forwards to its own neighbours.

his meanings and no wrong configured base station can force its configuration to base

stations that are in the specifications.

However, if an intruder know how the stations work internally he can always try to force

the stations to act in his meanings by providing them with manipulated information. This

is the reason why additional security considerations have to be made (Section 3.5).

3.3 Information Categories

The information that each station maintains is partitioned into three different categories.

This will allow the base stations to decide how the information has to be processed. First,

private information is only locally available and is not forwarded to any neighbours, e.g.,

the position of the X.509 certificate in the file system, logs or measurement information

that waits for analysing.

Second, public information is disseminated to direct neighbours, i.e., other base stations

within radio range. Public information is the base station’s current channel, the number

of connected nodes, the unique ID or the addresses of the interfaces. This allows a group

of neighbours to adapt their configurations in response to local events. A base station
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periodically disseminates updates about its local state to its neighbours and likewise

receives their updates.

Third, global information is spread throughout the whole network by using the epidemic

approach, i.e., piggy-backed onto the periodic local information exchanges between neigh-

bours. Global information can be the currently used wireless protocol, the wireless net-

work encryption key, the networks ID or a list of unwanted mobile nodes.

Private information

Internet

Public information

Global information

Figure 3.4: Three base stations share different parts of their information.

Figure 3.4 shows three base stations sharing global information between all of them and

public information between subsets of them. Private information is not shared.

Each kind of information is handled in a different manner and each station decides how

the information is partitioned into the different categories. Based on this decision the

information spread is handled. The categorisation process is static, i.e., patterns will

be used as basis for the decision. Furthermore, the decision-making process has to be

homogeneous throughout the network.
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3.4 Functionality

This section will introduce the basic management functionality of the proposed self-

managed wireless access network. It starts with the explanation of the self-configuration

process, i.e., the integration of new base stations. It then describes the mechanisms that

ensure homogeneity for global information and finally explains how a central configuration

repository could be established in the decentral self-managed wireless access network.

3.4.1 Integration of New Base Stations

When a base station starts up (Figure 3.5), after a brief randomised de-synchronisation

delay, it performs a probing phase before configuring itself to provide connectivity to the

mobile nodes. The de-synchronisation may be needed if all base stations start at the

same time, e.g., after a power failure. This avoids that all base stations are scanning for

neighbours in parallel, thus they do not see each other because no one is in infrastructure

mode [38]. Note, that no scanning is possible in infrastructure mode is typical in IEEE-

802.11 WLANs, it may be possible in other wireless access technologies.

25



Chapter 3 Solution

Wireless scan

Set default configuration

Wireless join resolve

[Found Neighbour]

Broad-/multicast resolve

[Neighbour answered]

Set default configurationRetrieve information

Build configuration

Start wireless access service

de-Synchronisation delay

Configure IP connectivity

Figure 3.5: Integration of a new base station.
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During the first part of the probing phase, the base station auto-configures its IP con-

nectivity, i.e., it obtains a subnet delegation to serve the mobile nodes and configures its

uplink interface [76]. In the next step it probes for neighbouring base stations and their

specific configuration in order to integrate into the self-managed wireless access network,

this is done in several steps.

First, find neighbouring base stations through a wireless scan. In IEEE-802.11 WLANs

a station goes to every channel in the channel list and waits for beacons in order extract

network management information from them. The beacons are designed to allow the

stations to find out everything that is needed to start communication (basic service set

(BSS)). More information can be found at [38]. If the base station does not see any

neighbours during the scanning, it sets a default configuration and starts its service to

the mobile nodes.

Base station

Radio coverage

Neighbour relationship

Figure 3.6: Wireless scan shows neighbour relationships.

Figure 3.6 shows four base stations. The station in the centre performs the wireless scan

and sees that it is inside the coverage area of three other base stations. As a result, the

base station in the centre declares these three as neighbours.

Second, resolve management interface addresses of neighbours. The base station sends a

resolve request to the base stations that were found as result of step one. A resolve request
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contains the sender’s uplink interface address, such that the contacted stations can reply

to the new base station through their management interfaces, and all the addresses seen

during the wireless scan. In IEEE-802.11 WLANs this is the MAC address of the interface

that provides the wireless service.

Two different ways are possible for this mechanism. On one side, the new base station uses

the wireless interface to connect to the neighboured stations as a mobile node and sends

the resolve request to that station. On the other side, the new station uses its management

interfaces to send the resolve request as a broadcast or multicast message. The first

method prevents unnecessary broadcast or multicast messages within the network, but it

fails if the neighboured base stations have restricted access, e.g., using encryption or link

layer filtering. The resolve request is sent as user datagram protocol (UDP) [61] message,

in order to allow broad-/multicasts.

New 
base station

Base station

Radio coverage

Wired router

Wired router dropps 
link layer broadcast.

Base station receives
resolve message

Resolve message

Figure 3.7: Broadcast-based resolution.

Figure 3.7 shows the new base station in the centre, sending the resolve request message

as a broadcast over the wired link. The router droops the link layer broadcast message,

thus it is not reaching the base station on the right of the figure. Figure 3.8 shows the
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Figure 3.8: Multicast-based resolution.

same situation as a multicast. The router does not drop the message, thus it is received

by the base station on the right.

If the base station does not get any answers from its neighbours, it sets a default config-

uration and starts its service to the mobile nodes.

Third, retrieve configuration information (Section 3.3) from the detected neighbours,

through their management interface. The new base station introduced itself the first

time to its seen neighbours by sending the resolve request.

If the neighbours decide, to authorise the new station to be part of the network, i.e.,

is successfully authenticated, they will react on this introduction by informing the new

neighbour about their information from the point of introduction on. In the current pro-

totype implementation this authentication is done with an X.509 certificate (Section 3.5).

There are other schemes for decentralised security [84], e.g., chain of trust establishment

[48], trust management systems [26][3] or reputation base models [4][31]. However, this

thesis introduces a basic system that may be extended in the future.
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The information exchange is embedded into transmission control protocol (TCP) [63]

streams, in order to ensure the reliability of management information exchange. The next

step for the new station is to substantiate the introduction by providing the neighbours

continuously with public and global information.

Fourth, create own configuration based on gathered information, i.e., the base station

merges information from the different neighbours and information retrieved during its

own probing phase together. For example the base station decides which radio channel

to take based on the occupied channels seen during probing phase and the information

of its neighbours which channels are occupied inside its coverage area.

Once configured, the base station periodically performs scans to detect changes in its

environment. Because client connectivity is disrupted during the scan, the base station

performs this scan less frequently when it provides uplink connectivity to mobile nodes

and more frequently when it does not. It can also use a dedicated probe interface for

this purpose, if available. The base station also starts to participate in global and local

information exchanges with its peers.

3.4.2 Modification of Network-Wide Information

The application of new global configuration settings may take place at any station in

the entire network. Two different mechanisms are introduced to ensure that the global

information is consistent.

First, the global information includes two version counters. One for automatic changes

done by any base station (version counter) and a second one that is increased by any

change that is done from a third person, e.g., by an administrator (admin counter).

Figure 3.9 shows the mechanism in a activity diagram. When new global information

comes in, the base station first checks the admin counter. If it is higher then the admin

counter of the local set of global information, the new information replaces the local one.

Additionally, the same procedure takes place with the version counter. However, if a base
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Base station
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Figure 3.9: Base station handles incoming global information.

station detects different global information sets with the same version counter and the

same admin counter it assumes a collision and tries to merge the different sets together.

In the current prototype, this is done by copying the two sets above each other. If one

set has more values in a variable they will survive. After the merge, a higher version

counter will be set. This may happen very often during the networks’s convergence time

when the base stations start their service. This simple mechanism can be replaced by

more advanced approaches in future implementations.

No change should drop away that was made by an administrator. A second mechanism

exists for this kind of changes. One base station will provide a global locking service

(mutual exclusion). The address of this keeper is part of the global information.

Whenever a base station wants to increment the admin counter in order to apply a third

31



Chapter 3 Solution

person’s change at the global information, it has to get a lease from the keeper. The lease

must hold until the information is spread throughout the network. However, any base

station can decide that a new local information is too important to get dropped by any

other (merging) station. In this case the station increments the admin counter as well,

even if this change did not came from a third person.

3.4.3 Network-Wide Information Repository

For some purposes, it is useful to provide a database that stores information about all

(or a subset of all) participating entities in a network, i.e., log-daemon functionality.

This allows to get information collected at one point in a otherwise entirely distributed

concept. An administrator can use the function in order to get information about the

current network configuration and state. Another reason may be to have a backup of all

information, or a security related reason like having information about breakings into the

wireless access network, which cannot be deleted by the intruder who broke in, because

the information is out of its reach.

There are two solutions in the concept to solve this task. The first one is the global

neighbourhood function. Each base station holds a global list of addresses for nodes

that want to be informed about any change in the public and global information base of

all stations. Thereupon, all stations will not only inform their direct neighbours about

changes but also these global neighbours.

The second solution is to create virtual neighbours, i.e., entering a neighbour into a

stations neighbour list, even if it is not in radio range. Consequently, this virtual neighbour

receives all messages that the direct neighbours receive. From the stations view, there

is no difference between virtual or real neighbours. This function is more scalable, as

a virtual neighbour only retrieves the configuration of a (selected) subset of all stations

within the network.

Figure 3.10 shows a base station that provides its regular neighbour and a virtual neigh-

bour with information.
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Figure 3.10: Creating centralised databases in a decentral wireless access network.

3.5 Security Considerations

A self-managed wireless access network must fulfil several security objectives. First,

it must protect sensitive information, e.g., wireless encryption keys and authentication

information for the mobile nodes, against interception, interruption, modification and

fabrication [75].

Second, it must protect the distributed configuration algorithm from attacks, i.e., the

base stations must prevent that an attacker infiltrates the self-managed wireless access

network. For example, an attacker tries to declare itself as an official base station in order

to be able to manipulate the traffic of the mobile nodes.

Third, it must prevent the management functionality to be used as an attack tool, e.g.,

for flooding attacks. An attacker broadcasts resolve messages for all known stations and

uses a victim’s address as the return address. Thus, an attacker only sends one request
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and the victim will receive as many answers as the number of stations that received the

resolve request (Figure 3.11).

The use of X.509 [7] certificates and two-way authentication addresses all these security

objectives. Traffic encryption protects sensitive information; digital signatures allow veri-

fication of the authenticity of management communication and they allow establishing an

authorisation mechanism for the integration of new base stations into to the self-managed

wireless access network. It will protect the operation of the distributed algorithm and

consequently mitigate the use of management functions for attacks.

The current prototype, the encryption of the information exchange is done using the

transport layer security (TLS) protocol which is ”designed to prevent eavesdropping, tam-

pering, or message forgery” [33] based on the stations certificates. If a station is able to

establish a full TLS Handshake, in two-way authentication mode, with a neighbour it can

be sure about the authenticity of the neighbour and thereupon authorise the neighbour

for information exchange. In addition, the information exchange is encrypted from this

point on.

The resolve request messages are signed using secure multipurpose Internet mail exten-

sions S/MIME [66]. In the current prototype, the implementation of the signing process

is reused from the X-Bone [78] project. The signature allows each receiving base station

to verify the claimed identity of the sender.

The installation of each base station’s certificate and the corresponding certification au-

thority’s public key in order to allow each base station to verify its neighbours certificates

still requires one-time manual configuration of the base stations. However, methods for

semi-automated certificate configuration, such as physically connecting to a mobile certifi-

cation authority that auto-installs the required certificates on first boot, can significantly

shorten the configuration process. The specifics of such approaches are outside the scope

of this thesis and may be part of future implementations.
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Figure 3.11: Attacker performs a flooding attack by using the resolve mechanism.

3.6 Integration of External Information

One challenge for automated configuration of wireless access networks is base stations

with overlapping coverage areas that are unable to detect this occurrence because none

is within the area of overlap. Figure 3.12 shows such a situation. These base stations

should become neighbours and coordinate their configurations, but fail to detect each

other’s presence during the probing phase. Consequently, their configurations will not be

coordinated, leading to an inconsistent overall network configuration.

One approach to this problem involves manual configuration, forcing the base stations to

treat each other as virtual neighbours (Section 3.4.3). Obviously, this approach does not

fit with the goal of complete self-management.

Another solution is the integration of external information into the configuration pro-

cess. This external information does not originate at base stations but is contributed

by other nodes into the configuration algorithm. This means that a wireless participant

that is running inside both coverage areas will inform the two neighbours about their

relationship. Figure 3.13 shows a mobile node informing one base station, that will use

this information to build a neighbour relationship.

35



Chapter 3 Solution

Mobile node

Base station

Radio coverage

Figure 3.12: Base stations with overlapping coverage areas are unable to detect each other.

That means the use of external information can address the overlap problem. If mobile

nodes periodically notify their base station of other mobile nodes and base stations within

their radio range, the base stations can update the neighbour relation, eliminating or at

least significantly reducing the overlap problem.

There are two possible sources for this external information. First, provide a user-

controlled mobile node with software that runs a monitoring functionality (sniffer) [83].

However, the integration of external information from user-controlled nodes has several

drawbacks. It requires additional software to be present on the mobile nodes, software

that has to be installed, administrated and secured, i.e., the base stations must verify the

trustworthiness of external information carefully before acting on it. For example, the

mobile nodes host machine may be corrupted by a virus, which then changes measurement

information in order to corrupt the entire network. Additionally, the mobile nodes may

only be guests of the wireless access network for a short period of time, e.g., at airports

or hotels.

Another source for external information is to position a monitoring device (probe) [83]

inside the coverage area of the wireless access network (measurement node). For example,

an add-on probe connected to a wired connected host or a dedicated probe, designed
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Figure 3.13: Base stations with overlapping coverage areas get informed about their relationship.

exclusively as monitoring device. Those monitoring devices are similar to the concept of

wireless analysers, except that they report directly to the base stations and do not go the

indirection through the network administrator.

An addition to this statically probe concept uses a robot to position the measurement

node. The robot moves through the coverage area of the wireless access network and

perform the measurements. The robot can drive on a specified route, can find the way by

itself or can be integrated into the network, i.e., the base stations send the robot to any

point where they detect a need for immediate measurement, e.g., based on geographic

coordinates.

External information can improve the self-healing and self-organisation functions of a

self-managed wireless access network in other ways. It enables detection of interferences,

can detect holes in coverage and allow to automatically closing them by helping the base

stations to find the right transmission power. In the same way, it helps to reduce to

much overlapping in the wireless access network. The measurement node can identify

rogue access points, even outside the range of the base stations or it helps with location

tracking of nodes. Furthermore, it operates all kinds of logging operations.

However, to be able to perform long-run measurements that may take place while not

being connected to a base station, e.g., inside a coverage hole or measuring of multiple
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channels, the nodes may have to save the information and transmit it to the next base

station they get connected to.

This concept merges the idea of wireless analysers (Section 2.2) with the concept of a

wireless management system.

Mobile nodeBase station

Radio coverage

Management traffic

Rogue

Figure 3.14: Base stations get external information from different wireless participants.

Figure 3.14 shows three regular base stations and two rogue base stations. The base

stations are not able to see these rogues on their own during a wireless scan. However,

one of the base stations gets informed of the existence of the rogues by the mobile nodes.

3.7 Design Alternatives

This thesis describes a concept that incorporates many individual components (locking,

flooding techniques, etc.). Although the initial prototype chooses a particular instanti-

ation for each of those components, it often picks the simplest one. Future versions are
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expected to replace some of these with more featureful or scalable variants.

3.7.1 Information Handling

There are alternatives to the epidemic message spread as described in Section 3.2. A

simple information spread from one base station to all other is more simple but the

improved scalability makes the epidemic approach the better choice, i.e., the motivation

for using this epidemic replication is that in a growing network at some point the network

and computing capabilities of a single base station will come to its limits. This limit may

be reached with 10, 100 or 1000 base stations depending on the network connection and

computing power of the base stations.

A pull based approach, where each base station informs itself about information changes

has the same scalability problems. The third alternative is a central configuration repos-

itory with the option of a limited number of replicas distributed over the network [75].

However, such an approach is still more central than the proposed technique.

A fourth alternative is to use an epidemic approach including anti-entropy (Section 2.4).

However, such an approach does not meet the fact that a large part of the information

exchange has to be done between direct neighbours and that global information can be

piggy-backed to this continuous exchange.

An alternative to the pattern based information deviation process is to do this division

dynamically, i.e., each base station decides, based on the importance of the information, if

it should be kept private or spread to neighbours. Further aspects are taken into account

for the decision process, e.g., the urgency of the information in face of the current network

or processing load in the wireless access network or the existence of an malicious user

(rogue [83]) can be kept local until the rogue does not move. The decision process is done

only once, i.e., one base station declares a piece of information global, which is from this

point on spread throughout the wireless access network. An alternative is to redeclare

this piece at every station. Each station decides if this information is spread further or

not. For example, on information may be only relevant for all stations in one specific

building.
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To achieve mutual exclusion for changes to global information is also possible in different

ways. The network’s provider may insert other mechanisms, a distributed or token ring

algorithm for example [75]. The centralised solution is used for the prototype because

it was the easiest to implement. However, future implementations should contain a de-

centralised solution [39][67][11] in order to fulfil the idea of an entirely decentralised and

self-managed wireless access network.

3.7.2 Security

Other security mechanisms than X.509 certificates in combination with TLS and S/MIME

are possible. For example, the base stations may use a shared secret (encryption key) for

symmetric encryption in order to authenticate and encrypt the exchanged information

and resolve messages. The advanced encryption algorithm (AES) [2] solves this task.

However, a shared secret brings always the risk that it may get lost, especially if it is

shared between large numbers of entities. For example, if a base station gets lost, the

whole network has to change its encryption key because its not secret anymore. In the

concept described above, only the certificate of the base station has to be revoked. A list

of revoked certificates gets inserted into the global information section.

Another mechanism is to use a key distribution centre (KDC) in order to allow each pair

of stations to have a single key for their information exchange. An example of an protocol

using a KDC is the Needham-Schroeder authentication protocol [57]. However, such an

approach is centralised, needs online presence of the KDC and should be avoided in order

to build a fully decentralised self-managed wireless access network.

In addition, systems like secure overlay networks (SON) [40] may be a better solution for

the future because they are fully distributed and have no need for offline authorities.

3.8 Management Applications

The described concept introduces only a framework that provides a basic service for

system management purposes. Different applications may run on it, different algorithms
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and logics may be used inside of it and different wireless access technologies may be

managed. A middleware [75] that allows management services to act transparently on

different wireless access technologies. This allows the concept to be more modular and

have a better expandability in the future.

This section will introduce several examples for such management applications. However,

this is only a small set of thinkable usage for the proposed self-managed wireless access

network.

The middleware provides an interface for several kinds of administrative tasks that are

carried out in wireless networks. These tasks can affect either network wide configurations

or only direct neighbours. They can also make use of public or global information that is

available at the base stations running the specific administrative application.

The management applications are partitioned into three different categories: manage-

ment related functions and mechanisms, different accounting functionailies and security

features. Each application section follows the same rules: explain the task, explain a

solution and describe how the integration of external information helps to solve the task

even better. Note, the usage of external information does not make sense in all of the

cases.

3.8.1 Management

Management related applications help to provide a better wireless access for the mobile

nodes. Better, in this case mean to provide the mobile nodes with a usable, high available

and fast wireless access service the same way as keeping the radio transmission power

as low as possible in order to reduce the burden for both human users as other radio

services.

Channel Selection

A IEEE-802.11b/g wireless LAN has typically 13 different channels (between 2.412 GHz

and 2.472 GHz) where each base station can choose from in order to provide its wireless
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service. Those 13 channels which are recommended by the European telecommunications

standard institute (ETSI) are not fully adopted by all European countries (France allows

only 4, Spain only 2) and the U.S. and Canada use also only a subset of them [38].

However, for the this section it is assumed that all 13 channels are available.

Even if a base station can choose freely between the 13 channels the chosen channels have

to differ by at least five in order to avoid interference with overlapping coverage areas

(Figure 3.15).

111 6

6 11

1

Figure 3.15: Optimal channel selection for IEEE-802.11b/g wireless LANs.

To implement channel selection each autonomic base station informs its neighbours about

its own selected channel and the chosen channels of all other seen base stations as part

of the public information exchange . Note, ”seen base stations” does include all existing

neighbours, i.e., managed base stations, but it includes also all other base stations that

are not self-managed.

That means that each upcoming base station gets informed about all selected channels

that have overlapping coverage with it even if it does not see all of them directly as result

its own wireless scan (Figure 3.16).

In the next step, it will select a channel with the maximum difference available. For

example, a new base station gets informed that it has overlapping coverage with stations

that send on channel 1 and 11 it will decide to choose channel 6 in order to avoid inter-

ference. However, this simple channel decision process does not involve the transmission

power. An improved algorithm takes this into account if interference cannot be avoided,

i.e., try to reduce the interference as much as possible.
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New base station

Base station

Radio coverage

Have channel 11.

Neighbour has 1.

Management traffic

Figure 3.16: Incoming base stations gets informed about selected channels.

To get a channel allocation list with a maximal difference between all stations, each station

may decide to change its channel allocation (self-optimisation). When in the example

above a fourth base station comes up, this station will decide to take a channel between

1 and 6 or 6 and 11. The base station took channel 3 what is a good choice from its point

of view, the stations now have a set of different intervals between the chosen channels.

Because of the regular information exchange between the neighbours, all of them will

become aware of that decision. They will react by re-ordering the channel allocation in

order to re-establish a list of chosen channels with even intervals. To avoid that all base

stations try to find a new better channel selection at the same a de-synchronisation delay

is inserted.

The integration of external information helps the base stations to obtain input about

other senders that appeared after their scanning phase and senders that are outside

their range. Many of today’s wireless LANs attempt to get a maximum coverage with

a minimum number of base stations, very few base stations will see each other in order
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to establish a neighbour relationship. In such a wireless LAN, only the integration of

external information enables automated channel selection.

Coverage Hole Detection and Closing

If a mobile node detects a coverage hole and reports this hole to a base station, an

algorithm working on the base stations is used to tell the neighbours to extend their

transmission power to close the holes. Such an algorithm tries to hold the transmit

power at each base station as low as possible and as high as necessary to avoid holes.

The proposed self-managed concept provides the information to find the holes and the

capabilities to close them. It supports this mechanism with having a field for each stations

transmit power in the public information section and a field with geographic information

about coverage holes in the global information section. However, such an algorithm

relies on the geographic coordinates of the regarding base stations and coverage holes. A

satellite navigation system provides this information.

Another solution is to extend the coverage area of each base station as far as possible.

This is not always a good solution. For example, it sends (unnecessarily) information

in areas that do not need radio coverage. Furthermore, it creates interference for other

wireless services or creates to much overlapping fields which will result in interference as

described above.

Load Balancing

Load in this terms mean, how much the wireless service of each base station is in usage.

Because the mobile nodes that are connected to one base station have to share the sta-

tions capabilities, e.g., the stations computing power, wireless-service and uplink device

bandwidth, as a result of a growing number of mobile nodes, each node will have less

service available.

In order to optimise the base stations capabilities to provide service to the mobile nodes

it is not only important to close detected coverage holes but also to distribute the mobile
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nodes equally over the serving base stations.

Mobile node

Base station

Radio coverage

Figure 3.17: Mobile nodes are unequal distributed above the base stations.

If a base station is under high load and its neighbours are not, an algorithm that works on

the self-managed base stations, reduces the transmit power of the regarding base station

and extend the power of neighbouring stations. This reaction result in mobile nodes

changing their base station to get a better connection.

Figure 3.17 shows two base stations and three mobile nodes. All three mobile nodes are

in the coverage area of one base station. In Figure 3.18 the base stations change their

transmit power in order to force the mobile nodes to switch.

The self-managed base stations provide this algorithm with the needed information by

setting a load field in the public information section in order to allow each station to

find out how much load is on its neighbours, which results into the decision to keep the

current transmission power or to low/extend it.

However, such an approach has several drawbacks. To force the mobile nodes in this way

also includes that they will lose wireless service until they are reconnected. Even if this

is done in the best meaning for the nodes they may not want it. Furthermore, such an

algorithm may interfere with the coverage hole closing mechanism described above.
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Mobile node

Base station

Radio coverage

Figure 3.18: The base stations change their transmit power in order to force the mobile nodes to

switch.

Software Updates

On a modern base station several software packages have to be installed in order to

provide its service, e.g., the operating system, a DHCP [34] server, a firewall, a graphical

user interface (GUI) for the administrator and the management software itself.

The middleware helps to keep the stations in a fair state by having a list with references

to actual versions of software, including where and how they can be retrieved, in the

global information section. Such an input is made by a third person, e.g., the network

administrator or the base stations vendor.

Each base station may decide to install a new software, if available and the impact on its

connected mobile nodes is not to serious. As addition, each software reference is marked

with a level of importance showing the base station how important the update is. For

example, a critical security update is important enough for an base station to install it

immediately regardless of how many base stations may loose service. An update that

provides only new features may be not important enough and has to wait until a less

number of mobile nodes is connected to the base stations.
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However, the base stations have to make sure that software updates, especially of the

self-management software, does not result in network partition, i.e., the base stations are

not able to exchange management information anymore.

Fault Tolerance

When a base station fails to provide its service this has several consequences for the entire

wireless access network and for the mobile nodes connected to it. Several arrangements

have to be made in order to allow the self-managed wireless access network to be fault

tolerant. First, the stations have to find out that they lost a neighbour. Second, the

stations have to re-establish a neighbourhood structure that represents the new topology.

Third, the stations have to provide service for the mobile nodes that lost service.

The base stations solve this task in the following fashion. Whenever a base station is

not able to connect a neighbour, as part of the regular public and global information

exchange, for a longer period of time it may assume the neighbour has failed. In this case

it erases the failed station from its neighbour list (self-cleaning). The next step for the

station is to introduce itself as neighbour to all neighbours of the failed station if they

are not already in the stations neighbour list. The last step is to re-run the management

applications, e.g., coverage hole detection, load balancing, etc.

The same steps are used if the topology changes are not caused by failure. For example,

if a station goes into a sleep mode in order to save power or if a base station changes its

position.

3.8.2 Monitoring

Accounting related applications help the network administrator to get better information

about what happens inside the wireless access network that is in his responsibility. This

information is retrieved directly by the base stations or is based on external information

that was collected by the individual stations.
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Monitoring on Each Base Station

Possible information to monitor are the interference level, i.e., radio interference from

entities that are not part of the self-managed wireless access network like microwaves, the

load on the individual base stations, the channel interference between the base stations

and the signal strength.

The information gets collected by each individual base station and will be send to its

neighbours. Even if a base station fails, the administrator is able to inform himself about

what happened before the station failed. However, a global neighbour helps to get an

overview about what happens in the entire network as described in Section 3.4.3.

External information from user-controlled nodes or specialised measurement nodes [37]

helps the administrator even more to deliver a working, full-featured wireless access ser-

vice by providing him with additional information that is out of the scope of the base

stations. For example, a mobile node can analyse link-layer sequence numbers or deduct-

ing link congestion based on transmission traces [37].

Location Tracking

The location tracking of wanted or unwanted attendees in a wireless access network helps

network administrators in several areas, e.g., to improve the positioning of the base

stations in order to establish better coverage or to track down rogue base stations and

malicious users.

The concept provides the information about which base station can see which neighbour.

In combination with external information, i.e., the mobile nodes report at which position

they saw which base station, this information is used to calculate the geographic position

of all legitimate and illegitimate (rogue) base stations.

Figure 3.19 shows two base stations that try to locate one mobile with the help of second

mobile node. All three of them know that the mobile node is inside their coverage area.

That makes it very likely that the geographic position of the mobile node is between

them.
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Mobile node
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Figure 3.19: Location tracking of a mobile node.

However, the proposed self-management mechanism has all the information needed to

solve this task but to discuss an algorithm that is able to provide such services is out of

the scope of this thesis, for more information see [16].

3.8.3 Security

One of the most important unresolved problems in today’s wireless LANs is the question

of security. Even if the network is carefully planned several characteristics of the IEEE-

802.11 wireless access networks make security a hard to solve task [72]. Several steps

can help to avoid breaking the security, e.g., identify rogue base stations, enable policy

enforcement and detect network scans from malicious users.

Because of the amount of security related problems in wireless LANs, security systems

and frameworks [13] have become very popular in the past. However, the proposed

concept is not meant to solve security issues [19] by itself but it is able to provide security

mechanisms its services.
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Rogue Detection and Classification

A rogue is a mobile node or base station that runs inside the coverage of the manged

wireless access network and either runs in ad hoc mode [77][30] or in infrastructure mode

like a base station [79]. As a result, mobile nodes may connect to this rogue, which is

now capable of listening to the mobile node’s traffic.

Mobile node

Rogue station

Base station

Radio coverage

Figure 3.20: Rogue catches mobile nodes.

Figure 3.20 shows a rogue catching two mobile nodes. The rogue forwards the traffic of

the mobile nodes to the wired network, thus the mobile nodes do not see the difference

to a regular base station. The rogue is now able to eavesdrop and change the traffic of

the mobile nodes (spoofing).

However, rogue stations are not automatically hackers sitting at a location physically

nearby. In most cases regular users are creating there own network inside the coverage

area of managed wireless access network without the administrators knowing it [79]. This
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is the most common threat and misuse of wireless LANs. Users decide to bring their own

base station into the office to be able to connect their Laptop, PDA or mobile phone

together. Those base stations typically do not include the same level of security as the

enterprise grade base station, e.g., encryption and authentication. The user may give

away confidential information into the airspace in an insecure fashion or connect the

companies wired network to the airspace without any protection.

As a result, rogues bring several risk factors into the managed wireless access network,

i.e., create insecure holes in the network, potentially cause a loss of intellectual property,

create a legal liability for the enterprise, deny service to legitimate users, launch man-in-

the-middle attacks or degrade wireless performance [79].

The most important issue concerning rogues is that the administrator must know about

their existence and about their position. Location tracking (see above) with the help

of external information solves this task. The external information also helps to detect

rogues in the first place.

The proposed concept already includes a native rogue detection mechanism. Every base

station that was detected during probe phase but was not integrated into the self-managed

network may be a rogue. A list of allowed ”outsiders” in the global information section

avoids that every base station that is not part of the self-managed wireless access network

gets classified as rogue.

The self-protecting mechanism against such attendees is supported through a unwanted

attendee list in the global information section. These stations are not allowed to connect

to any base station in the network. Although this mechanism does not prevent the rogue

from providing its ”service” to mobile nodes it will make the rogues work harder by not

allowing him to forward the mobile nodes traffic to the wireless access network in order

to establish a spoofing mechanism. In addition, devices that are used by users as rogue

base stations are kept out of the network in order to reduce the risk of having such a user

logged into the wireless access network.

Another hint for a rogue is if the hardware address of a managed base station appears
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a second time in the coverage area of the managed wireless access network, i.e., a rogue

user tries to convince mobile nodes to connect to him instead of a regular station.

As mentioned, the rogues are registered on a unwanted attendee list. Next to this, other

stations and mobile nodes can get on this list based on there appearance in the network.

If a base station for example registers that one of its mobile nodes is effected by a virus

or is reacting abnormally, e.g., connecting and de-connecting in short intervals.

However, any member can remove a station from this list, e.g., an administrator who

just fixed the mobile nodes. Through this mechanism the self-managed wireless access

network is able to deliver a blacklist functionality.

Authentication Management

An access control list (ACL) is a list of mobile nodes that are allowed to join the wireless

access network [21]. Such an ACL is kept in the global information section in combination

with password/key entries or a link to an authentication server. The values are inserted

manually by an administrator or automatically by an authentication system.

Firewall Configuration

In the proposed concept, a firewall helps in several areas. For example, it helps to detect

if a mobile node is affected with a Internet worm, i.e., the worm tries to reproduce

itself and collapses at the firewall, which is monitored by it. Furthermore, it also allows

establishing an access control list or it protects the base stations against malicious users.

In several cases, the firewall alerts the base station, which then uses the location tracking

service in order to find the attacker [15].

However, the firewall may also be configured by the base stations. For example, firewall

policies are configured based on a global list of unwanted network addresses and services.

There are several choices of how the firewall policies come into the list. There is a static

configuration of course, created by a third person from outside the network. Firewall
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policies can also be generated by individual base stations in an automated fashion, e.g.,

based on the previously described unwanted attendee list.

Additionally, firewall rules may be part of the public information section and base stations

configure their firewall based on information from their neighbours. Groups of base

stations create different policies to react on circumstances in close range.

Intrusion Detection

Typical intrusion detection systems [69][64] act on individual host basis and warn if a

host is compromised. Such an intrusion detection system is plugged into the middleware,

running on each base station. If a base station records an intrusion attempt it sets the

originating host on a global untrusted list. Therefore, the others will ignore him from this

point on.

However, intrusion detection in wireless access network has to go further and find out if the

wireless access network itself is under attack. Known attacks and attacking utilities, e.g.,

management frame flood signature, broadcast de-authenticate frame signature, null probe

response signature or invalid SSID signature [20], have to be detected and reported. In this

case, the location tracking helps to find the attacker. The integration of measurements

taken by the mobile nodes can help the base stations to get aware of a possible intrusion

[87].

3.9 Summary

This chapter showed the basic functionality of the proposed concept and gave several hints

of how it can be improved and extended. It defined assumptions for base stations that

want to be part of the network, introduced a information deviation and showed how the

different information categories are handled in the concept. In addition, it made several

security considerations and showed how the security threats to the proposed concept are

solved. Furthermore, it introduced the concept of the integration of external information

into the management process. Finally, it introduced a set of examples for management
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applications in order to solve the practical needs of the daily management work in modern

wireless access networks.
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Evaluation

The previous chapter introduced the proposed self-management concept. This chapter

will evaluate the proposed self-management concept in two different directions. First, a

qualitative discussion from different perspectives in order to find out how the concept

fulfils the targets defined in the introduction. Second, a detailed investigation of the

prototype implementation in order to find out how self-managed base stations work in a

real live environment.

4.1 Qualitative Evaluation

The qualitative evaluation of the architectural concepts is based on five areas. First,

the scalability of the concept, which was one of the main arguments for the decentralised

approach, i.e., how does the self-managed wireless access network behaves with a growing

number of base stations or mobile nodes. Second, resilience, i.e., the network’s fault

tolerance and robustness. Third, stability, i.e., the network does not oscillate between

different configurations but should converge to one. Fourth, performance, how fast can

configuration changes spread though out the network. Fifth, flexibility, i.e., the network’s

capability to handle a wide range of different setups and situations.

4.1.1 Scalability

The scalability of the self-managed wireless access network is discussed in the following

areas. First, what happens with a growing number of base stations? Second, what

55



Chapter 4 Evaluation

happens with a growing number of mobile nodes? Third, what happens with growing

traffic from the mobile nodes?

As mentioned, the proposed concept has fewer bottlenecks in communication or comput-

ing. Compared to centralised approach, where the network link to the central master

and computing limits of it create a bottleneck, the decentralised approach distributes the

work over all base stations. A growing number of mobile nodes and a growing number of

traffic from the mobile nodes can be shared between the base stations.

However, if the mobiles nodes are distributed above the base stations in an unbalanced

fashion the base stations with a high load will become the bottleneck. The load-balancing

mechanism described above reduces this problem but may not be able to solve it entirely,

i.e., it distributes the mobile nodes in a geographic area only better above the stations

in that particular area.

Another argument for the proposed concept from the perspective of scalability with a

growing number of base stations is the acceptable messages grow. The reason for this

behaviour is that the direct neighbours exchange information about their local state,

i.e., local information that is primarily important for the neighbouring stations is kept

inside the neighbourhood. Only the changes to the global information section have to

be distributed over the entire wireless access network and this distribution will be piggy-

backed on the information exchange between neighbours.

Compared to a central approach the exchange of local information between two neighbours

is nearly halved, i.e., neighbours interact directly and do not have to make the indirection

above the central device. However, in the centralised wireless access network the master

may decide that the information from one station does not have to go to all its neighbours

in order to reduce this disadvantage compared to the proposed self-management approach.

Additionally, the disadvantage is reduced if a base station has more than one neighbour.

If N is the number of neighbours the proposed self-management concept has to sent N

messages, the central N+1.

A flooding approach, where each base station pushes information to all other stations
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in order to bring a global information change throughout the network, is an alternative.

However, this approach brings high load in networking and computing to the sending

station. The proposed concept avoids this, because each station informs only its direct

neighbours.

In addition, there are also problems with this approach that have to be taken into account.

First, to keep global information consistent is harder with a growing number of attending

base stations. The spreading of new global information will take a longer period of time,

which will result in a growing number of inconsistencies. Base stations start to commit

changes before changes committed by other stations are not already spread throughout

the whole network.

Figure 4.1 shows first the base station on the left sending a message to its neighbour. In

the next step, this neighbour forwards this message while at the same time another base

station, which do not know about the sending, sends another message. If both stations

erased the version counter because of new global information they wanted to insert, the

two messages have the same version counters, but contain different information sets. The

second base station from right retrieves the two messages and detects the inconsistency.

As already mentioned, in the prototype implementation it will try to merge the two sets

together.

A solution to this problem is a locking mechanism in order to protect the write access

to the global information as described in Section 3.4.2. Note, this problem arises only

with global information changes, keeping the information exchange as local as possible

will avoid such problems.

Another issue regarding scalability is that the global neighbour concept may not work in

larger networks. As with the centralised solutions it creates a bottleneck, i.e., the global

neighbours capabilities. In large-scale wireless access networks it may be a solution to

set up several virtual neighbours and let them filter the information before sending it to

a central information sink.
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Figure 4.1: Inconsistency in management information.
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4.1.2 Resilience

The reliability of the self-managed wireless access network is discussed in the following

areas. First, what happens if a base station stops to provide its service? Second, does

the concept has a central point of failure?

The proposed concept implements a self-cleaning mechanism in order to establish a re-

silient service. Every base station that stops the self-management process is deleted from

the configuration of all its neighbours in a automated fashion. Further management

applications may allow the self-managed wireless access network to deliver a fare more

resilient service, e.g., coverage hole detection, fault tolerance or load balancing (Section

3.8.1).

Another key point of the proposed concept is avoidance of a central device, thus the

avoidance of a central point of failure. However, there may problems arise if the network

of base stations is at several points only connected through a small number of base

stations. If those stations fail, the network will be partitioned.
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Figure 4.2: The wireless access network partitions after the failure of two base stations.
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In Figure 4.2 two stations stop their service. Because each station was informed by

its neighbours only about their direct neighbours, it does not know about the stations

behind. As result of this situation, the former connected network will disconnect. From

this point on two independent networks, exist.

In the current concept, this is the same problem as if the stations on the left and on the

right side of the figure have never been connected to each other. However, the question

may arise if those two groups do even have to form a whole network. If they have no

overlapping coverage areas, there may be no need to exchange information at all. Based

on the perspective of local (public) information, e.g., channel allocation, signal strength,

etc., they do not. From the perspective of global information, e.g. network wide wireless

encryption key or wireless protocol, they may.

There are solutions to this problem. First, an administrator may set up several virtual

neighbour relationships around such a problematic point. Second, the wireless access

network may perform an internal analysing of the topology, i.e., create an undirected

graph, and create virtual neighbour relationships on its own in an automated fashion.

This is done before the fallout in order to avoid such problems in the first place or is

used after the fallout in order to get the topology graph connected again. Figure 4.3

shows a virtual relationship between the two base stations that will reduce the risk of

partitioning. However, such an algorithm is out of the scope of this thesis but may be

part of future work in this area. Note, if the base stations come up again, they will

reconnect the network.

As a result, the proposed self-management mechanism has an improved resilience com-

pared to the central solution with the drawback of the partitioning risk.

4.1.3 Stability

The stability of the self-managed wireless access network will be discussed in one area. Are

the stations able to find a distributed state for their global management configuration?
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Figure 4.3: A virtual relationship avoids network partition.

The self-managed wireless access network has to avoid that the configuration is continu-

ously changed and the stations cannot find an agreement in configuration setup. Because

the network has no central device that is capable to force a single configuration setup

other mechanisms have to be used in order to deliver a stable wireless access service.

The proposed concept avoids stability problems in the configuration decision process in

two different ways. First, most of the configuration changes are done locally between

direct neighbours. That means that only a small number of stations are part of the

information exchange and the decision which information to use. If even in those small

groups problems concerning stability arise, de-synchronisation delays may help as shown.

Second, in a global scope the mechanisms described in Section 3.4.2 help to avoid the

wireless access network to stay inconsistent, i.e., mutual exclusion for important and

information merging for less important changes.

As a result, in a decentralised and self-managed wireless access network with autonomic

base stations the stability is always at risk, because no central management station can

force a stable setup. However, mechanisms to solve that problem are known.
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4.1.4 Performance

The performance of the self-managed wireless access network will be discussed in one

area. How fast can the base stations make their management decisions, which relates to

the question how fast can the management information be exchanged between the base

stations.

As mentioned, the neighbourhood approach allows the wireless access network to keep

information exchanges in a local scope. That means that the network usage is reduced and

the information exchange is performed in small ranges, i.e., between direct neighbours. In

the centralised concept every station has to get connected to the central master in order

to inform him about information changes and this central master has to get connected to

all regarding stations for this information changes. Therefore, every information exchange

that regards only a small subset of the managed stations has to go the same way as every

information change that is important for all stations.

In the proposed approach, only information that really matters to all stations is dis-

tributed to all.

However, there is one performance related problem with in the proposed concept. If

information changes have to be global they need more time to get distributed because

the change has to go through the neighbourhood from station to station.
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Figure 4.4: The disadvantage of decentralised global information exchange.
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Figure 4.4 shows in the top graphic a central solution. The base station with new infor-

mation sends it to the wireless switch, the switch sends it to all regarding base stations,

two steps. The bottom graphic shows the proposed decentral solution. The base station

sends the new information to its neighbours, the neighbours forward it to their neigh-

bours, with four base stations that makes three steps. That means that even if the base

stations would forward new information immediately, they would still need more time to

spread new information throughout the wireless access network.

As a result, a centralised approach may be faster if the amount of global changes to the

information base is higher, therefore the proposed concept is faster if the local information

changes overweight. Based on the assumption that a typical wireless access networks

exchanges more information in a local scope, the proposed concept has better performance

capabilities. The performance measurements of the prototype implementation are in

Section 4.2.

4.1.5 Flexibility

The true strength of the proposed concept is its flexibility in different environments,

different wireless access network sizes and different network and infrastructure technolo-

gies.

First, the concept works in wireless access networks with any number of base stations.

Because most of the information exchange is kept between direct neighbours, it does not

matter how big the wireless access network around that neighbourhood is. However, with

a growing network it might be needed to keep the global information changes low in order

to avoid performance problems as described above.

Second, the concept needs no special infrastructure, e.g., the central management station

itself and the base stations do not need layer two connectivity as a switch does. That

includes that the base stations may communicate above any technologies that is IP ca-

pable. Furthermore, the management interface can be wired or wireless. That means the

base stations may not need a network infrastructure at all.
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Third, the concept can work with base stations from different vendors even with dif-

ferent wireless access architectures, if they implement the self-management mechanisms.

The global information section may contain information relevant to specific architectures,

e.g., protocol information and information relevant to all, e.g., an access control list,

information for software updates or detected coverage holes.

As a result, the concept is flexible in all three areas.

4.2 Quantitative Evaluation

This section evaluates a prototype implementation of the proposed self-management con-

cept. The results investigate the basic functionality and are preliminary. The current

prototype is a Perl daemon that is capable of operating on physical hardware, i.e., a

Linux PC equipped with IEEE-802.11b WLAN interfaces and a group of such machines

within radio range will self-configure in interaction with one another. Next to the basic

functionality, the prototype implements the channel-selection application.

However, an analysis of the scalability properties using physical devices is impractical,

e.g., budgetary problems. Therefore, the prototype offers a simulation mode, where

multiple copies of the same code execute on a single PC inside a simulated topology.

During the simulation, each base station runs as a single process. The measurements in

this section analyse this simulation mode.

During simulation, each (simulated) base station prints the current network ID (ESSID)

of its wireless access service in a log file. This file is used to find out if all base stations are

convergent, i.e., have the same global information. During the simulations, the ESSID is

the only value in the global information section that has to change.

Furthermore, one log file exists for each used ESSID. The base stations write into this

file when (in absolute time) they switched to this ESSID and when they switch away to

another. With this information it can be reconstructed how the changes took place.

Additionally, each base station writes into a log whenever it receives management mes-

sages. This will allow measurements regarding the amount of management traffic.
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Although the prototype normally uses Internet sockets, in simulation modes it prefers

UNIX domain sockets. However, to use loop back devices may be an alternative.

The number of base stations that are simulated on a single machine was limited to 100.

Larger groups of base stations brought the risk that the amount of computing power,

which was needed for simulation, may adulterate the measurement results, i.e., the sim-

ulating host became non-idle for longer periods. However, further implementations may

be written with usage of programming techniques and languages with better performance

capabilities than Perl, e.g., in C. An even better approach is to implement the concept

in a network simulator in order to get measurement results for large-scale networks.

4.2.1 Initial Network Convergence Time

The preliminary scalability analysis investigates the convergence time of the group of

base stations if all start up within a few seconds of one another, i.e., the time of the

initial self-configuration, such as after a power failure. Mobile nodes are not present. The

experiments measure the convergence times of 500 repetitions and calculate mean perfor-

mance and standard deviations. Each experiment uses a randomly generated, connected

base station topology, i.e., the aggregate coverage area of the base station group is not

geographically partitioned. This is arguably a common deployment case; the usefulness

of integrated management of a group of base stations that cover geographically separate

regions is unclear. The number of base stations is a parameter of the experiment and

grows up to 100 in increments of 10, with two additional group sizes of 5 and 15 to

investigate behaviour for small groups.

Figure 4.5 shows the performance. For smaller groups of 1-20 base stations, the mean

initial self-organisation time quickly increases from 17 to approximately 20 seconds. For

larger groups of 20-100 base stations, the mean initial self-organisation time remains

between 20 and 25 seconds.

A single base station self-configures in approximately 17 seconds. This is due to the

startup behaviour (Section 3.2.) After the initial randomised 0-10 second de-synchronisation

delay, a base station initiates a probing phase to detect and contact its neighbours. This
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Figure 4.5: Initial convergence times of groups of base stations.

operation takes approximately 2 seconds. When no mobile nodes are associated with a

base station, it repeats the probing phase. The second probing phase starts already after

10 seconds in order to allow a base station to detect additional neighbours that were still

channel scanning during its initial probing phase. It will then initiate communication

with these neighbours and start the information exchange.

The probing mechanism implemented by the current prototype can only detect neighbours

that are already offering client connectivity, i.e., have switched to infrastructure mode.

A future revision may extend this behaviour to detect neighbours that are themselves

still channel scanning. This means that with the current prototype, some base stations

do not detect all their neighbours during their initial channel scan.

After the probing phase finishes, self-configuration is complete. If neighbours are present,

further processing is required. Further probing phases should be done in larger intervals

in order to provide the services for potential mobile nodes that want to connect. The

prototype re-probes every 1800 seconds.
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As a result, from the measurements, the network convergence time does not grow with

the number of base stations. However, based on the existing results this is true at least

for small groups of base stations. Note that although this decentralised self-organisation

is costly for small groups, it adapts well to larger groups, as indicated by almost con-

stant convergence times for increasing group sizes. Future experiments will verify if this

scalability trend holds for groups of several thousand base stations.

Figure 4.5 showed the convergence time based on the number of base stations. However,

the number of base stations may not be the best measurement parameter to describe the

situation the prototype has to manage. There are differences between topologies that

may reflect the requirements for the prototype in a more precise way.
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Figure 4.6: Initial convergence times based on the topology diameter.

Figure 4.6 show the network convergence time based on the results of the same experiment

but uses the topology diameter, i.e., the longest shortest route between two base stations,

on the x-axis. Very few topologies have a diameter larger than 15 (Figure 4.7), thus are

meaningless and not shown in the figure.
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The network needs more than 20 seconds with a diameter above 8-9 for convergence.

However, this amount does not grow significantly with a larger diameter. That is because

all the base stations in all different parts of the topology came up at the same time, only

with a small de-synchronisation delay. Because of the simple merging mechanism (Section

3.4.2) the first base stations that came up already agreed about one global information

setup, i.e., with a higher version counter. The base stations that come in later on can

adopt this agreement.
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Figure 4.7: Diameters in random generated topologies.

The reason why the mean convergence time in Figure 4.5 is around 20 seconds and the

mean convergence time in Figure 4.6 is above for most diameters lies in the amount of

topologies with a diameter less than 10. Figure 4.7 shows most of the topologies have a

diameter below 10.

The measurement of the network convergence time showed the strength of the decen-

tralised approach in term of scalability with a growing number of attending base sta-

tions. However, with a larger wireless access network the distribution time for new global
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configuration settings will grow. This will be analysed in the following section.

4.2.2 Epidemic Message Spread Time

This scalability analysis investigates the dissemination times of changes to global state

based on the set of base stations that became connected in the experiment above. That

means the base stations already build a wireless access network as a whole. A new global

configuration setting gets inserted at one random base station. The experiments measure

the convergence times of 500 repetitions and calculate mean performance and standard

deviations. As in the experiments above, the number of base stations is a parameter of

the experiment and varies from 1 to 100 in increments of 10, with two additional group

sizes of 5 and 15 to investigate behaviour for small groups.
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Figure 4.8: Dissemination times of changes to global state.

Figure 4.8 shows a growing dissemination time up to 5 seconds. The number seems to

be large but is a result of the information forward delay of each base station. Each base

station informs its neighbours about changes in periodic intervals. In the current proto-
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type the default is set to 1 second. That means that a change at the global configuration

set at one base station is forwarded after a second at maximum.
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Figure 4.9: Dissemination times of changes to global state based on the path length from insertion

node.

Because this happens at every base station, it seems to be interesting how the dissemina-

tion time grows with the number of base stations between the point of insertion and the

station with the longest shortest path between (hops). Very few topologies have more

than 15 hops (Figure 4.10), thus are meaningless and not shown in the figure. Based

on the results from the experiment above, Figure 4.9 shows a linear growing with the

number of stations.

The standard deviation of nearly a second in both directions results to the forward delay

of 1 second at maximum. If a new global information set comes in right after the last

forward or right before the next one is random. The growing standard deviation results

from very few topologies that had such a high number of hops. Figure 4.10 shows that

only a very small number of topologies have more than 16 hops.
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Figure 4.10: Path length from insertion node in random generated topologies.

Figure 4.11 illustrates how the epidemic approach spreads the new information through-

out the network in the described experiment. It shows six snapshots, the first at time of

insertion, each of the following after 1 second. However, the information spread seems

to be faster at the beginning but this is related to the snapshots. They have been used

instead of continuously track of changes for performance reasons during the simulation.

Several changes may happen directly before the snapshot or after.

The result from this measurement is that the dissemination time of changes to global

state does not grow significantly with the number of base stations but it does grow with

the path length from point of insertion and the station with the longest shortest path

from it. That means that for scalability evaluation it seems to be more interesting how

the topology is build up and not how many stations contribute to the wireless access

network.

What was not measured during this test were different link capabilities between the base

stations. As mentioned, the simulated nodes were connected over UNIX domain sockets.
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However, Figure 4.9 shows that most of the stations are provided with information over

different (logical) links. If the base stations are connected over different links, the fastest

one defines the speed for epidemic message spread.

This section showed also that the dissemination times of changes to global state depend

on the forward delay mechanism at each station. The following section will analyse this

dependency.
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Figure 4.11: Epidemic replication in a set of 100 base stations.
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4.2.3 Different Forwarding Delays

To avoid message storms in the network, new information is sent in defined periods by

the individual base stations. This is true for new local information that has to go to the

neighbours the same way as for global information changes that have to be forwarded.

This proceeding has several advantages, e.g., avoiding message storms or reducing the

load, both on networking and computing, at the individual nodes. The disadvantage is

that the dissemination of changes to global state takes more time to accomplish.
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Figure 4.12: Different forward delays in network convergence time.

Figure 4.12 shows the results from the existing network-convergence-time measurements

based on the number of base stations. Those measurements have been done with the

default forward delay of 1 second. Furthermore, they have been done with an increased

delay of 2 and 3 seconds implemented in the same experiment.

As result form increasing forward delay, the mean time of getting the network convergent

increases for 3 and 5 seconds for the same number of base stations.
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Figure 4.13: Different forward delays in network convergence time based on topology diameter.

Figure 4.13 shows the results from the existing network-convergence-time measurements

based on the topology diameter. The topology diameter has a higher relevance than the

number of base stations if it comes to a slower message spread throughout the wireless

access network.

The reason that the mean time does not change dramatically is that a large part of the

convergence time is a result of timers, e.g., the 10-second de-synchronisation delay. That

means it seems to be more interesting to analyse the impact of a growing forward delay

based on the epidemic message spread time, as it contains no other timers.

Figure 4.14 shows the results from the evaluation of dissemination times of changes to

global state. Those measurements have been collected with the default forward delay of

1 second. Furthermore, they have been done with an increased delay of 2 and 3 seconds

implemented in the same experiment.

As already assumed, compared to the experiment above, the dissemination times increase
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Figure 4.14: Different forward delays in changes to global state.

far more clearly with a growing forward delay. Contrary to the default forward delay of 1

second where the prototype needed around 5 seconds, it now grows to 9 with 2 seconds,

with 3 seconds even to 12.

This becomes even clearer in Figure 4.15. The topologies with the shortest largest route

from the point of insertion needs with the default delay around 7 seconds, it then goes in

the next plot nearly to 14 and then above 19 seconds.

As a result from the analysing of the forward delay it is known, that with a growing

delay the prototype needs more time to get global information changes throughout the

network. However, how this value is set is always a decision between keeping the load, for

the stations and the network, low on one side and the overall performance on the other

side. However, in the current prototype the delay it set statically but it seems interesting

to have an algorithm running on each station that set the delays in an automated fashion.

Each station decides between getting information distributed as fast as possible and

keeping the amount of computing and network power that has to be invested as low as
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Figure 4.15: Different forward delays in changes to global state based on the path length from

insertion node.

necessary.

4.2.4 Management Traffic Overhead

Another question that arises with a decentralised self-management concept is how much

information has to be exchanged throughout the wireless access network. This is a key

question regarding the scalability of the concept. Contrary to the centralised concept

each station only has to inform the central master about changes in the information,

in a decentral managed network each base station has to inform all regarding stations,

i.e., neighbours for public information and all for global information, about the change.

Additionally, the sending station may not even know which information may interesting

for the neighbours, thus informs them about everything. Remember, one basic rule in

the proposed concept is that stations get informed but they make their decisions based

on their individual collected information autonomously.
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Figure 4.16: Information exchange traffic during network convergence time.

Figure 4.16 shows the amount of information exchanges during network convergence. The

results are based on the taken measurements for network convergence time. For 100 base

stations, the mean value goes up to 2500 information exchanges. That means that each

station was informed 25 times by other stations about their current information. If, for

example, each station has five neighbours that means that each station got informed 5

times by each neighbour. An acceptable value that showed that even during convergence

time the prototype does not seem to disable itself. Furthermore, the linear growing of

the plot seem to implicate this behaviour for larger groups of base stations.

4.2.5 Benefits of External Information

A key part of the proposed concept is the integration of external information. However,

the quantitative evaluation of this mechanism is far more complicated then the evaluation

of the base functionality as described above. This section picks one possible scenario for

the usage of external information and tries to find out how it helps the self-managed base
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stations is this area.

The same algorithm that created the topologies for the experiments above was used to

create topologies for larger geographic areas in order to become networks of base stations

that are not able to get connected based on their own wireless scans. That means without

the help of external information or manual configuration of an administrator it is not

possible to establish a working self-managed wireless access network.

The number of base stations and mobile nodes in the network was fixed; 100 base stations

and 500 mobile nodes. The percentage of mobile nodes that are willing to help and are

trusted by the base stations is the parameter of the experiment and varies from 1 to

100. The experiments measured the percentage of topologies that are closed of 1000

repetitions and calculate the mean and standard deviations. For each repetition, a new

random topology was used.
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Figure 4.17: Benefits from integration of external information.

Figure 4.17 shows that with the use of 20 percent of the mobile nodes as sniffers, the

first networks can be connected. With the use of all mobile nodes, around 50 percent of
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the networks are closed. This result seems to be low but the reason for this behaviour

is that during the experiment the mobile nodes did not move. They gave away only

information from their static point of view. Further investigations should include mobile

nodes movement. However, to implement these measurements in a simulator that is able

to include persons movement in a building was far to much work for the measurements

done for this thesis.

As a result, in this specific area the integration of external information can help to

solve a problem in a self-managed wireless access network. However, further evaluation

is needed in order to evaluate the usage of external information for other management

applications.

4.3 Summary

This chapter made an evaluation of the concept of Chapter 3. It showed in a qualitative

investigation that the concept scales, performs, is flexible, stable and resilient. Addition-

ally, it made several comparisons to the central approaches. It argues that a decentral

approach can work and is superior compared to central concepts in several areas.

The quantitative evaluation of the concept showed that the prototype worked with up

to 100 base stations and gave several outlooks of the next steps that have to be done in

order to have even better simulation results, especially with larger networks. It showed

the message volume in the implemented prototype and finally made a first analysis of the

integration of external information.
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Conclusion and Future Work

This thesis presented a decentralised concept for a set of autonomic base stations. A self-

managed wireless access network that has no need for any kind of central management

device. Chapter 1 made the introduction to wireless access technologies. It gave a brief

overview of the history of wireless access networks and described the problem of managing

them. It made clear that the existing situation of how wireless access networks, especially

WLANs, are managed is unacceptable and how a solution could look like. Chapter

2 described existing related work, especially other management solutions and pointed

out the difference to them. Chapter 3 introduced the basic management concept and

showed several management applications that may run on the proposed basic management

system.

Finally, Chapter 4 described the quantitative and qualitative evaluation. The evalua-

tion showed that the proposed system is able to handle larger number of base stations

in wireless access networks with different topologies. The implementation fulfilled the

promises that have been made in the Chapter 1. The base stations organised themselves

(self-organisation), react to changes in their environment (self-adaptive), protect them-

selves against malicious users (self-protection) and react on failures of their neighbours

(self-healing).

The key features of the proposed concept are the decentralisation of management and the

integration of external information into the management process. The evaluation showed
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the scalability problems that may arise in a decentralised concept are acceptable and that

the integration of external information can help to improve the management results.

However, the question that may arise is what is future? First, the prototype implemen-

tation needs more management applications. Next to the applications introduced in this

thesis, other applications are thinkable. Second, the concept needs to be merged with

the IP configuration work that has already been done the NEC netlabs [76]. Third,

the quantitative evaluation of the prototype implementation has to be done with larger

environments, i.e., with greater numbers of base stations. Fourth, the concept of self-

deploying could be integrated into the work done for this thesis [56]. Fifth, it is thinkable

to merge the measurement work done at the NEC netlabs into the proposed management

concept [37].

Kai Zimmermann, Heidelberg, 03/31/2005
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