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Abstract. Multipath TCP (MPTCP) is an extension to regular TCP that exploits 

the idea of resource pooling by transmitting the data of a single TCP connection 

simultaneously across multiple Internet paths between two end hosts. Operating 

system vendors are traditionally in the key position to facilitate the deployment 

of new functionality, such as MPTCP, to user devices, but their motivation to 

invest in such enhancements is not self-evident. A scenario in which one party 

has the capability to deploy software changes on both the mobile devices and 

on the content servers helps to understand the potential first-mover advantages 

associated with the deployment of a new IETF standard protocol. In this study, 

we have built a quantitative techno-economic model to estimate the 

implementation costs for a content provider selling application downloads who 

is also able to implement MPTCP on both ends and compare them against the 

revenue MPTCP generates. The results suggest that even a relatively small 

increase in the number of downloads could make the business case profitable 

within five years. 

Keywords: Multipath TCP, deployment, content provider, techno-economic 

modeling 

1 Introduction 

One intriguing change to the Internet protocol suite that has gained significant 

standardization traction recently is Multipath TCP (MPTCP). It is an extension to 

standard TCP that supports the simultaneous use of multiple network paths between 

two end hosts involved in a TCP connection. Thus, MPTCP is a manifestation of 

resource pooling principle that improves utilization of Internet resources by allowing 

separate resources to behave as if they were a single aggregate resource [1]. MPTCP 

uses a coordinated congestion control scheme [2] to balance transmission rates across 

the paths it transmits over in order to guarantee fairness to standard TCP while 

increasing connection throughput and resilience. The standardization of MPTCP is 

currently ongoing in the Internet Engineering Task Force (IETF) [3]. 

The deployment of any change to an Internet protocol is a complex process; the 

deployment of a new protocol even more so. Although a new protocol may bring 
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substantial verified benefits and may have a good technical design, these factors alone 

are often not sufficient to guarantee successful deployment of the protocol. The 

deployment of such protocols depends on the incentives for and the behavior of other 

stakeholders in the broader Internet market. When a new protocol is available for end 

users, they may never have to come to a conscious decision to start using it but the 

new protocol functionality can be enabled for them, e.g., through software updates. 

This paper investigates MPTCP deployment and adoption using a specific 

scenario. Of particular interest is whether MPTCP offers a profitable business case for 

a client-server type of stakeholder controlling the operating systems on both mobile 

devices and on the content servers. Multiple examples of this scenario exist. Nokia, 

Apple, Microsoft and Google all sell portable devices to consumers and also provide 

service portals for users to access and download content, such as music, movies and 

applications. 

A techno-economic model, i.e., a net present value (NPV) analysis, is used to 

quantify the business case by comparing the costs of implementing MPTCP against 

the revenue of the additional business that MPTCP may generate. The model 

considers a mobile application store and uses generic values that are based on real-life 

references to the Nokia Ovi Store and the Apple App Store. The results indicate that 

even a small increase in downloads due to MPTCP turns the investment profitable. 

Exploiting scale advantages is possible, because CAPEX dominates OPEX and in 

CAPEX, software implementation costs are significantly higher than hardware costs. 

2 Background 

This section introduces the reader to the existing work related to MPTCP deployment 

and techno-economic modeling. 

2.1 MPTCP Deployment 

Because MPTCP is a strict end-to-end protocol, an implementation needs only affect 

the end points. Ref. [4] presents the overall three-step deployment process using 

different technology and Internet standards adoption theories. First, operating system 

(OS) vendors need to make the protocol implementation available. Second, the 

protocol needs to be deployed on mobile devices and data centers. End users can 

either directly install MPTCP or an installation may happen indirectly, e.g., through 

automatic software updates and new device purchases. Third, at least one of the two 

ends needs to multihome, i.e., to connect to the Internet through multiple paths, which 

may require contracting with multiple ISPs. 

Although the involvement of ISPs is not mandatory for either the implementation 

or the deployment of MPTCP, Ref. [5] describes how ISPs may support the adoption 

of MPTCP in different deployment scenarios. The model of this paper does not 

discuss how end users have contracted with ISPs to become multihomed, but the role 

of ISPs in the middle of MPTCP communication is discussed in Section 6. 



 

 

In addition to the direct implementation by end hosts, MPTCP can also be 

deployed via proxies [6][7]. MPTCP proxies can be deployed upstream of end hosts 

that only implement standard TCP; they terminate inbound MPTCP connections and 

relay the communication over standard TCP in a way that is transparent to both ends. 

The result is that an MPTCP host believes it is communicating with another MPTCP 

host, while the other peer believes the communication uses standard TCP. Proxies can 

also be deployed in front of both end hosts [8], in which case a communication 

session across the network can be “upgraded” to MPTCP without modifying the end 

hosts at all. 

2.2 Techno-economic modeling 

The techno-economic modeling exploits future forecasting, technology design and 

investment theories in evaluating the economic feasibility of a new technology. 

Usually, a net present value (NPV) analysis is used, because it takes the time value of 

money into account and therefore lends itself well to estimating future cash flows. 

Different authors have developed spreadsheet-based tools specifically intended for the 

telecommunications industry. Katsianis et al. [9] use techno-economic modeling for 

estimating the evolution of mobile network operators, whereas Smura et al. [10] use it 

to model the financial position of mobile virtual network operators (MVNO). Because 

techno-economic modeling includes forecasting and usually many of the assumptions 

are uncertain, it should always be followed by a sensitivity analysis. 

3 Implementation Scenario 

Because MPTCP is an end-to-end protocol, both clients and servers require MPTCP 

support before the protocol can be used. This section identifies the implementation 

requirements for both ends and discusses how MPTCP can be implemented by a 

content provider. 

Two high-level approaches exist for content providers to implement MPTCP. The 

first option is to implement MPTCP through a multihomed proxy that is installed at 

the border of the data center. MPTCP is then used between the mobile end user and 

the proxy, which forwards the communication to the actual content servers over a 

regular TCP connection. The second option is to update the load balancers at the edge 

of the data center to support MPTCP, deploy MPTCP on the servers in the data 

center, and also multihome those servers. The load balancers will need to be updated, 

because otherwise they may forward the individual subflows of one MPTCP 

connection to separate servers in the data center, therefore rendering MPTCP 

ineffective.  

This paper assumes that MPTCP is deployed on the data center side using proxies. 

Fig. 1 illustrates the technical architecture of this scenario. The dashed line shows the 

multipath connection. A gradual rollout of MPTCP proxies is possible but the full 

benefits of MPTCP are realized only after all content transfer use MPTCP. An 

advantage of the proxy implementation is that the internal service infrastructure of the 



data center can remain unchanged and that the load balancers, which forward user 

requests to different content servers, do not require any changes. 

Although Fig. 2 depicts the MPTCP proxy as having multiple network 

connections, multihoming is not a mandatory requirement at the content server side, if 

the mobile user is multihomed (which this paper assumes). However, data center 

multihoming increases the number of possible connection subflows and many data 

centers are multihomed for fault tolerance already.  

Fig. 1. Technical architecture of the scenario 

A mobile end user can obtain MPTCP support either by installing MPTCP to her 

end host and acquiring multiple access connections to become multihomed, or 

through an MPTCP proxy provided by her ISP [5]. The scenario where an end user is 

multihomed is more promising, because the involvement of ISPs is not needed and 

MPTCP functionality can be implemented solely on the mobile device. Therefore, this 

paper does not consider proxying on the client side.  

The basic functionality of MPTCP is implemented as an extension to TCP in the 

transport layer of the operating system kernel. In order for MPTCP to remain 

compatible with existing applications, an MPTCP implementation needs to operate 

effectively when accessed through the standard TCP API. 

Although most existing hardware platforms already support multiple network 

access technologies, some operating systems do not expose the availability of 

multiple accesses above the IP layer. This prevents higher-layer protocols and 

applications from using multiple paths. Such operating systems require additional 

modifications to enable simultaneous use of multiple access connections. 

4 Modeling Provider Costs and Benefits 

Evaluating the profitability of an investment compares the costs against the revenue 

and other benefits. This section discusses the costs and benefits for the content 

provider deploying MPTCP. The basic assumptions of the techno-economic model 

are also presented. 



 

 

4.1 Costs 

Implementing the MPTCP functionality in operating systems causes the largest 

expenses to content providers. Content servers typically run different or at least 

differently optimized operating systems than mobile devices. MPTCP needs to be 

implemented for each operating system in use, which is costly, but distributing the 

software to devices incurs only low costs. 

A software development project consists of three main steps: feature specification, 

implementation and testing. The implementation phase is the most time consuming 

phase and requires more workforce than the other two phases. In the model, the 

implementation phase takes three months and the other phases two months. Software 

specification and testing require three people working full time, whereas 

implementation requires eight people. If the total monthly cost of an employee is 10 

000 €, completing these three phases costs 440 000 €. In addition, installation of the 

software as well as testing equipment incurs some costs for the provider, so an 

assumption for implementing MPTCP for one operating system is 500 000 €. The 

model presumes that on the proxy side, the MPTCP software is implemented once 

and on the end user side, for three operating systems. After the software has been 

implemented once, costs of developing other versions are lower, because expertise 

has been acquired during the first implementation. 

In addition to the software development costs, deployment of MPTCP on proxies 

incurs purchase, installation and maintenance costs. The level of these costs depends 

on the complexity of the content server infrastructure and the number of required 

proxies. Additional network connections may be required to satisfy the multihoming 

requirement, but this paper presumes that server farms are already sufficiently 

multihomed, so that this cost component can be neglected. 

The number of required proxies depends on the capacity of each proxy. Modern 

servers appear to be capable of handling at least 20 000 simultaneous TCP sessions 

(e.g., [11]). Because an MPTCP connection consists of multiple TCP subflows, the 

capacity of an MPTCP server is assumed to be 10 000 simultaneous MPTCP sessions. 

Interviewed experts in the field suggested that a proxy with this capacity costs 

approximately 5 000 €. The installation costs are included in the price. In order to 

avoid a single point of failure in the content service, the required number of proxies is 

doubled in the model. 

The operational expenditures of a server include maintenance work such as fixing 

fault situations and updating the software on occasion. The energy consumption 

cannot be neglected and it presumably dominates OPEX compared to the maintenance 

costs. Ref. [12] suggests that the annual energy costs of a small server are 

approximately 1 500 €. The server type used in the model has larger energy 

consumption. The annual maintenance costs are initially 30 % and the energy costs 

are 50 % of the purchase price of a server. The model assumes that maintenance costs 

increase in relation to the growth rate of MPTCP users in the content provider’s 

network, but energy costs remain stable during the study period, because the servers 

do not support power control. Table 1 summarizes the cost assumptions of the model. 



Table 1. Cost assumptions of the model 

Item   Assumption 

CAPEX     

    Implementing MPTCP (datacenter side) 500 000 € 

    Implementing MPTCP (end user side) 1 200 000 € 

    Proxy purchasing 5 000 € 

OPEX     

    Initial maintenance costs of a proxy 1 500 € 

    Energy costs of a proxy (per year)  2 500 € 

4.2 Benefits 

Analyzing the benefits for the content provider is not as straightforward as analyzing 

the costs. This is because end users may not be willing to pay directly for MPTCP 

functionality on their mobile device. Therefore, a content provider should not expect 

any revenue to come from simply providing such an update to the end users. 

However, content users experience increased throughput and resilience when using 

MPTCP for accessing content. These benefits translate into shorter download times 

and more robust connectivity, especially when mobile. Thus, the fundamental 

assumption of the model is that deploying MPTCP will increase demand, i.e., the 

number of content accesses. 

On the other hand, using two radio connections simultaneously may also increase 

battery consumption and thus decrease the number of downloads. However, in light of 

[13], the effect of battery consumption on the number of downloads should not be 

significantly negative. Until MPTCP has been implemented and tested in real 

deployments, the benefits of MPTCP cannot be verified. 

Although MPTCP will likely increase the quality of experience (QoE), the question 

is whether this will lead to additional content downloads. Ref. [14] indicates that an 

increase in bandwidth has a positive effect on time spent online. This does not mean 

that end users would spend all this additional time downloading content, but the 

assumption is that a fraction of time is used for that purpose. 

However, more user activity does not necessarily translate into more profits. End 

users may be charged according to different pricing models that also affect the usage 

and consequently provider revenue. Three different pricing models exist in the 

content delivery business. Flat rate pricing encourages a user to access content as 

much as he desires but the increasing usage increases only costs – not revenue. In 

transaction-based pricing, a content provider gets additional revenue from each 

additional download, but users consider more carefully what content they access. In 

the third case, a content provider offers free services to customers, and gets revenue 

from somewhere else, typically through advertisements. Although advertisers are 

charged according to the service usage, the revenue cannot be easily attributed to 

downloads. 



 

 

The model considers only application downloads, because they are charged per 

transaction and their revenue can therefore be easily verified. Another argument for 

choosing applications is that users most probably download them straight to mobile 

devices. Music, on the other hand, is presumably often first downloaded to a regular 

computer and from there transferred to a mobile device.  

Browsing Apple’s [15] and Nokia’s [16] offerings reveals that only a small fraction 

of applications are being charged for. Therefore, a parameter describing the amount of 

chargeable downloads is included in the model. Ref. [17] suggests 25 % of 

downloaded applications from Apple’s App Store require payment. This percentage 

seems quite substantial and MPTCP will unlikely increase the number of chargeable 

downloads by the same ratio. A user’s buying decision is affected by many factors 

and the impact of QoE is seen to be a matter of secondary importance. Therefore, the 

proportion of chargeable downloads of all increased downloads is 1 % in the model.  

Ref. [18] summarizes the average application prices in different application stores 

and reveals that the average price of all chargeable applications is 3.62 € for Apple 

and 3.47 € for the Nokia. An average price of 3.50 € has been used in the model. The 

entire price of a sold item does not go to the content provider. Ref. [17] suggests that 

the application developers get a 70 % cut of revenue while the provider gets 30 %. 

Table 2 summarizes the assumptions concerning the revenue. 

Table 2. Assumptions concerning the revenue 

Parameter   Value 

Percentage of downloads chargeable 1 % 

Average price of a chargeable application 3.50 € 

Provider’s profit of an application price 30 % 

 

Deploying MPTCP can benefit a content provider also in ways that are not directly 

related to an increased usage of content. The increased throughput and resilience of 

MPTCP connections may increase device sales, especially if MPTCP becomes more 

widely adopted. Additionally, if MPTCP can optimize the battery consumption 

required for Internet connectivity, the device manufacturer can use the conserved 

energy to improve the quality of user experience, e.g., through extended battery life or 

new attractive features. However, these benefits are not considered in the model. 

5 Techno-Economic Model 

This section proposes a simplified, quantitative, techno-economic model that 

integrates the different incremental costs and benefits to estimate the profitability of 

MPTCP for a content provider. MPTCP is only used for content downloads; all other 

communication between the end user and the content provider, such as signing in to 

the service, uses regular TCP. The basic assumptions of the model have been 

presented in Section 4, but this section explains how the traffic volumes in the content 



provider’s network have been calculated. The model is supposed to be general and 

therefore does not represent the business case of any specific content provider. 

The model assumes a study period of five years and an interest rate of 10 %, both 

of which are often used in techno-economic modeling. Both the network 

dimensioning and revenue calculations are based on the estimated number of 

downloads per day from the content service. Daily download figures of Nokia’s Ovi 

Store (1.5 million) [19] and Apple’s App Store (6.6 million) [20] from the first half of 

2010 have been used as references. The initial number of downloads per day is an 

average of these two (4 million).  

The growth of application stores has been accelerating heavily. For example, [21] 

shows that the number of downloads from Apple’s App Store has been increasing by 

approximately 500 % per year. An explanation of such a heavy growth rate is that 

sales of iPhone devices have also been growing considerably. Once the device sales 

have been saturated the growth rate of application downloads will be much smaller. 

The model in question presumes an annual linear growth of 25 %. 

Like any other new innovation, MPTCP is adopted gradually. Ref. [22] shows that 

the diffusion of new features on mobile handsets follows an “s-shaped” curve. The 

authors in [22] have chosen Gompertz model [23] to analyze the diffusion patterns. 

The same model is adapted here to correspond to assumed progress of MPTCP 

diffusion. The suggested model has two parameters that define the shape of the curve. 

The displacement parameter b has been chosen to be 0.8 and the growth rate 

parameter c is set to 5. After five years, the penetration of MPTCP increases up to 90 

%. The diffusion curve models relatively fast penetration, which is reasonable 

because as an end-to-end provider the OS vendor can significantly increase the 

penetration rate of MPTCP. 

The required number of proxy servers can be calculated when the maximum 

number of simultaneous MPTCP sessions per second and the capacity of a proxy are 

known. The maximum number of simultaneous sessions has been deduced from the 

average number of downloads per second using a dimensioning rule that the average 

traffic load is 40 % of the maximum load. Based on different statistics of traffic 

amounts on different Internet links, 40 % appears to be a valid estimate. The traffic is 

assumed to spread equally over all geographical areas. The average number of 

simultaneous sessions is calculated using Equation 1.  

𝐴𝑣𝑔 𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 𝑠 =   
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑𝑠  𝑝𝑒𝑟  𝑑𝑎𝑦 ∗𝐴𝑣𝑔  𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛  𝑜𝑓 𝑎 𝑠𝑒𝑠𝑠𝑖𝑜𝑛

𝑆𝑒𝑐𝑜𝑛𝑑𝑠  𝑝𝑒𝑟  𝑑𝑎𝑦
  (1) 

The average duration of a session can be further deduced from the average size of an 

application and the average throughput of a session.  Ref. [15] is used to estimate the 

average size of an application (10 MB) and measurements with a mobile phone 

supporting 3G and WLAN to define the average throughput of a session (4000 Kb/s). 

5.1 Results and Sensitivity Analysis 

The model reveals that in order for the NPV of the investment to be zero, MPTCP 

should increase downloads by approximately 3.5 % per MPTCP user. If a content user 



 

 

currently downloads one chargeable application per month, he spends an average of 

42 € per year on downloading applications. Consequently, MPTCP should make the 

user spend less than an additional 2 € on applications per year.   

The number of daily application downloads reaches 12.2 million during the study 

period. This traffic volume can be managed with two proxies and thus both CAPEX 

and OPEX of proxies remain small. In addition, the model shows that software 

implementation costs dominate CAPEX instead of hardware costs.  

To have a perception how MPTCP affects a provider’s revenue, the increasing 

demand of applications is illustrated in Fig. 3. The figure shows how the provider’s 

NPV varies as a function of MPTCP impact on downloads. The solid line shows the 

base scenario with the values presented above. 

 

Fig. 3. NPV of the investment as a function of MPTCP impact on downloads 

 

Because several assumptions of the model come with significant uncertainty, a 

sensitivity analysis is performed. The analysis reveals that the most critical parameter 

in the model is the percentage of the chargeable items among additional downloads. 

An intriguing fact is that this is also the most uncertain parameter in the model. To 

illustrate the effect of this parameter, Fig. 3 also shows how NPV is affected when the 

percentage of chargeable items varies. 

Five years may be a relatively long period for an investment like MPTCP, because 

it is only one software update among many others. With a payback time of 3 years, 

the basic scenario approximately results in a 12 % increase in downloads due to 

MPTCP. If we assume the same behavior from the user as earlier, each MPTCP user 

should spend around 5 € more on applications per year. 

The sensitivity analysis suggests that the provider’s revenue may be much bigger 

than shown in Fig. 3. The reason is that the increased demand of applications affects 

the revenue more strongly than the costs of the provider. In addition, the other sources 

of revenue have not been considered in the model, such as increased sales of music 

pieces or mobile devices, which can further increase the provider’s revenue. 



6 Discussion 

Although the presented techno-economic model suggests that MPTCP is a profitable 

investment for content providers, it relies heavily on the assumption that increased 

bandwidth increases content downloads. Even if this would be the case with free 

content, the assumption can be questioned with paid content. The selection of content 

is naturally the most important factor but also the price, ease of paying and general 

usability of the service affect the purchase decision probably much more than 

download speed.  

The paper also assumes that end users are always interested in maximizing 

throughput. This is reasonable with application downloads but, for example, for video 

streaming, the bandwidth only needs to exceed the video peak rate, and faster 

download rates are not very useful to any stakeholder. Thus, depending on the 

service, users may actually be more interested in, for example, minimizing Internet 

connectivity costs or energy consumption. This paper assumes flat rate pricing in all 

access connections, but if, for example, a 3G connection is usage- or block-priced, 

end users will favor flat rate priced WLAN connections over 3G, if they are available. 

The access pricing model also affects the ISPs’ stake in MPTCP. Using multiple 

access paths simultaneously can reduce the load per single path, which can either be a 

desired or an undesired effect. If both access connections are purchased from the 

same ISP, the ISP will benefit if the traffic moves from a more congested access link 

to a less congested one. The pricing model dictates the impact of load: with flat rate 

pricing, the operator's profit increases when traffic decreases, and with usage-based 

pricing, more traffic increases revenues. Because ISPs are in the middle of an end-to-

end MPTCP communication, they have also the possibility of interrupting or blocking 

MPTCP traffic, if it seems harmful for their business. 

Finally, it should be noted that the transport layer is not the only option for 

implementing benefits of MPTCP. If different access connections have highly 

asymmetrical throughput, the usefulness of using multiple connections at the same 

time can be questioned. A solution that would provide prioritizing of access 

connections and would enable smooth handover can offer similar benefits without the 

need to change the networking stack. Furthermore, new radio access technologies will 

increase the available bandwidth but the bottleneck can also be located elsewhere than 

in the access network. The availability of multiple paths affects the usefulness of 

MPTCP, because multiple access paths are ineffective if all share the bottleneck link. 

MPTCP-like functionality could also be implemented directly by applications. A 

multi-server HTTP mechanism [24] increases the efficiency of network resource 

utilization and Adobe’s proprietary Real-Time Media Flow Protocol (RTMFP) [25] 

provides a real-time, peer-to-peer bulk transport protocol over UDP. RTMFP is 

provided as part of Adobe’s Flash plugin for web browsers, which currently makes it 

unsuitable for general-purpose applications, but significantly eases deployment and 

adoption. MPTCP is a more comprehensive solution that requires operating system 

support but is available to all applications on the host. This tradeoff between 

generality and deployability poses an interesting question in which layer the benefits 

of resource pooling principle should actually be trialed and implemented. 



 

 

7 Conclusion 

This paper has analyzed the profitability of an MPTCP deployment scenario where a 

single provider controls both the mobile devices and content servers, and implements 

and adopts MPTCP. The model suggests that even a relatively small increase in 

download numbers due to MPTCP could make the business case profitable for such a 

provider. Although the results of the model are very uncertain, this is a positive signal 

for MPTCP. All the example providers of the scenario are corporations with wide 

customer bases and getting these players “on board” to implement MPTCP is hence 

highly important.  

Although the model is simple, it gives a good understanding of different cost and 

revenue components incurred by MPTCP and serves as a good base for further 

research. The model should be extended to also cover other types of content and 

pricing schemes. We chose to currently limit the scenario to only a single provider, 

because the linkage between costs and revenue can be easily investigated. Taking into 

account multiple content providers as well as other deployment scenarios are worth of 

further study. 

A fundamental question regarding the current and potential future models is 

whether MPTCP really can improve the quality of experience for Internet services. 

Although the benefits can be verified, it is unclear whether better service quality will 

lead to an increase in service use. Actual measurements as well as studies on user 

behavior would be needed to answer these questions. 
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