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Director’s Message

The IETF met in Cambridge from July 13-17, 1992, and was co-hosted by MIT
and NEARnet. Our thanks and appreciation go out to Chuck Davin, Jeff Schiller,
Ted T’so and John Curran, and to all the others that helped with the largest IETF
meeting to date.

We are very pleased to have been able to invite the members of the Trusted Systems
Interoperability Group (TSIG) to meet jointly with the IETF in Cambridge, especially
since a number of IETF working groups are co-sponsored by TSIG. As the IETF
continues to grow with the Internet itself, we expect to see more co-sponsored working
groups with TSIG and other organizations. Efforts began in San Diego to co-sponsor
working groups with RARE and to make it a standard practice; no longer handled
as a special, one-time, case.

As expected, the main issue of discussion and comment was the growth of the Internet,
and the challenges that need to be addressed, continuing the efforts initiated in 1991
with the establishment of the ROAD Group and the attention this topic received at
both the Santa Fe and San Diego IETF meetings. One of the highlights of our week
long meeting was a presentation by Dr. David Clark, a former member of the IAB
and long time leader in the area of Internet Architecture, who spoke on the Internet
of today, visions of tomorrow’s Internet, and the tradition of the IETF.

The Cambridge meeting also saw presentations of two new proposals for handling the
growth of the Internet: PIP (the “P” Internet Protocol) by Paul Tsuchiya, and IPAE
(IP Address Encapsulation) by Bob Hinden and Dave Crocker. These two proposals
join NIMROD, TUBA, and others for consideration by the IETF. As recommended
by the IESG prior to the Cambridge meeting, these alternatives will be examined and
considered by the IETF during the Washington D.C. meeting in November of 1992.

Growth of the IETF

As the Internet grows, so apparently does the IETF itself. The Cambridge meeting
was another of record breaking proportions. Yes, it was another one of those! There
were over 680 registered attendees at the 24th IETF meeting, an increase of just over
289, from the San Diego meeting! Additionally, there were over 80 Working Group,
BOF, and directorate meetings held, an increase of almost 34% from San Diego levels!
Interesting, isn’t it, that the percentage increase in the number of groups meeting is
higher than the percentage increase in the number of attendees.

And, as the Internet suffers from growth, so does the IETF. Along with the growth
of the IETF is the increase in the number of suggestions for handling the growth.



Indeed, the first half of the Open Plenary almost turned into the IETF Growth BOF
which had to be cancelled due to scheduling restrictions.

A number of topics and suggestions were discussed during the plenary, including
the idea of higher hurdles for BOFs, an idea to restrict submitting Internet Drafts
2-4 weeks prior to an IETF meeting, and the ever popular topics of organizational
hierarchy and the procedural processes.

The one suggestion which met with clear, almost unanimous agreement from the
IETF (an almost unheard of condition) was the desire to create a moderated or
controlled IETF mailing list to be used for announcements only, separate from the
un-moderated IETF mailing list which should continue to exist in its un-moderated
form. The consensus was overwhelmingly in favor of such an action that I am taking
it upon myself to ensure this new separate list is set up before the November IETF.

Packet Video

Following up on the success in transmitting packet audio across the Internet to remote
sites at the San Diego IETF meeting, Steve Casner and Steve Deering, with a number
of other folks who aren’t named Steve, came to the Cambridge IETF meeting with
another experiment: transmitting packet video across the Internet! This time, there
were over 90 audio sites and 45 video sites located in 10 different countries. While the
San Diego setup was outgoing only, in Cambridge they were able to establish 2-way
audio communications with the remote sites, which allowed for actual participation
from the remote attendees during the meeting. In fact, there was even time allocated
to permit questions and discussions from the remote participants. Our thanks and
appreciation go to both Steves (and those behind the scenes) for extending the reach
of the IETF meetings.

Future Meetings

The next plenary meeting of the IETF will be held in Washington, D.C. from Novem-
ber 16-20, 1992, and is being hosted by Sprint International. Following that, we will
meet in Columbus, Ohio from March 29-April 2, 1993. This meeting is co-hosted by
OARnet and The Ohio State University.

The July 1993 meeting will also be another first in that it is being held in Europe,
hosted by RARE and SURFnet. The IETF will be meeting in Amsterdam from July
12-16, 1993.

Stephen J. Coya
Executive Director, IETF



IETF Progress Report

Between the IETF meetings in San Diego and Boston, there were seven new Working
Groups created:

1. Mobile IP Working Group (mobileip)

2. Token Ring Remote Monitoring (trmon)

3. SNMP over a Multi-protocol Internet (mpsnmp)
4. Host Resources MIB (hostmib)

5. MIME-MHS Interworking (mimembhs)

6. TCP Client Identity Protocol (ident)

7. OSI IDRP for IP over IP (ipidrp)

d

and five working groups that were concluded:

1. OSI Internet Management (oim)

2. OSI General (osigen)

3. DECnet Phase IV MIB (decnetiv)
4. Special Host Requirements (shr)

5. Remote LAN Monitoring (rmonmib)

Additionally, there were 43 RFC’s published since the San Diego IETF meeting in
March, 1992:

RFC Status Title

RFC1305 PS Network Time Protocol (v3)

RFC1313 I Today’s Programming for KRFC AM 1313 Internet Talk Radio

RFC1314 PS A File Format for the Exchange of Images in the Internet

RFC1315 PS Management Information Base for Frame Relay DTEs

RFC1316 PS Definitions of Managed Objects for Character Stream Devices

RFC1317 PS Definitions of Managed Objects for RS-232-like Hardware Devices

RFC1318 PS Definitions of Managed Objects for Parallel-printer-like Hardware
Devices

RFC1319 I The MD2 Message-Digest Algorithm

RFC1320 I The MD4 Message-Digest Algorithm

RFC1321 I The MD5 Message-Digest Algorithm

RFC1322 I A Unified Approach to Inter-Domain Routing

RFC1323 PS TCP Extensions for High Performance

RFC1324 I A Discussion on Computer Network Conferencing

RFC1325 I FYI on Answers to Commonly asked “New Internet User” Questions
RFC1326 I Mutual Encapsulation Considered Dangerous

RFC1327 PS Mapping between X.400(1988) / ISO 10021 and RFC 822

RFC1328 PS X.400 1988 to 1984 downgrading



RFC1329
RFC1330

RFC1331

RFC1332
RFC1333
RFC1335

RFC1336
RFC1337
RFC1338
RFC1339
RFC1340
RFC1341

RFC1342
RFC1343

RFC1344
RFC1345
RFC1346

RFC1347

RFC1348
RFC1349
RFC1350
RFC1351
RFC1352
RFC1353
RFC1354
RFC1357

PS

PS
PS
PS
PS

Thoughts on Address Resolution for Dual MAC FDDI Networks
Recommendations for the Phase I Deployment of OSI

Directory Services (X.500) and OSI Message Handling Services
(X.400) within the ESnet Community

The Point-to-Point Protocol (PPP) for the Transmission

of Multi-protocol Datagrams over Point-to-Point Links

The PPP Internet Protocol Control Protocol (IPCP)

PPP Link Quality Monitoring

A Two-Tier Address Structure for the Internet: A

Solution to the Problem of Address Space Exhaustion

Who’s Who in the Internet Biographies of IAB, IESG and IRSG Members
TIME-WAIT Assassination Hazards in TCP

Supernetting: an Address Assignment and Aggregation Strategy
Remote Mail Checking Protocol

ASSIGNED NUMBERS

MIME (Multipurpose Internet Mail Extensions): Mechanisms

for Specifying and Describing the Format of Internet Message Bodies
Representation of Non-ASCII Text in Internet Message Headers

A User Agent Configuration Mechanism For Multimedia Mail Format
Information

Implications of MIME for Internet Mail Gateways

Character Mnemonics & Character Sets

Resource Allocation, Control, and Accounting for the Use of
Network Resources

TCP and UDP with Bigger Addresses (TUBA), A Simple

Proposal for Internet Addressing and Routing

DNS NSAP RRs

Type of Service in the Internet Protocol Suite

THE TFTP PROTOCOL (REVISION 2)

SNMP Administrative Model

SNMP Security Protocols

Definitions of Managed Objects for Administration of SNMP Parties
IP Forwarding Table MIB

A Format for E-mailing Bibliographic Records



"This is the Internet...

...This is the Internet

on drugs."

(Quote by Phill Gross.) Aurora Knopper







Agenda of the Twenty-Fourth IETF

(July 13-17, 1992)
MONDAY, July 13, 1992

7:30-8:30 am IETF Registration and Continental Breakfast

8:30-10:00 am Introductions and Presentations

e “NREN Update” (Tony Villasenor/NASA)
“IETF Internet Audio/Videocast” (Steve Casner/ISI and
Steve Deering/Xerox PARC)

10:00-12:00 noon Morning Sessions

APP  Internet SMTP Extensions WG (smtpext)
(John Klensin/MIT)

INT  IP over Appletalk WG (appleip) (John Veizades/Apple)
INT IP over ATM WG (atm) (Bob Hinden/Sun)
OPS  Network Status Reports (netstat) (Gene Hastings/PSC)

OSI  OSI Directory Services WG (osids)
(Steve Hardcastle-Kille/ISODE)

RTG  OSIIDRP for IP over IP WG (ipidrp) (Sue Hares/Merit)

RTG  Open Shortest Path First IGP WG (ospf)
(John Moy /Proteon)

SEC  Security Area Advisory Group (saag)
(Stephen Crocker/TIS)

TSV Audio/Video Transport WG (avt) (Stephen Casner/ISI)
Breaks Coffee available throughout morning.

1:30-3:30 pm Afternoon Sessions I

BOF  New Internet Routing and Addressing
Architecture BOF (nimrod) (Noel Chiappa)

BOF  Remote Conferencing BOF (remconf)(Jack Drescher/MCNC
and Ari Ollikainen/LLNL)

BOF  Universal Document Identifiers BOF (udi)
(Tim Berners-Lee/CERN)

INT  IP over Appletalk WG (appleip) (John Veizades/Apple)

OSI  OSI Directory Services WG (osids)
(Steve Hardcastle-Kille/ISODE)



1:30-3:30pm Monday, July 13, 1992 - Afternoon Sessions I (cont’d.)
RTG  Border Gateway Protocol WG (bgp) * (Yakov Rekhter/IBM)
RTG  IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)
RTG  Open Shortest Path First IGP WG (ospf) *
(John Moy /Proteon)
SEC  Network Access Server Requirements WG (nasreq)
(Allan Rubens/Merit)
TSV~ Domain Name System WG (dns) (Mike Reilly/DEC)
USV  Internet School Networking WG (isn)
(John Clement/EDUCOM, Connie Stout/TheNet and
Art St. George/UNM)
3:30-4:00 pm Break (Refreshments provided)
4:00-6:00 pm Afternoon Sessions II
BOF  Email Requirements BOF (mailreq) (Russ Hobby/UCDavis)
BOF  SNMP Security Implementors BOF (snmpseci)
(Keith McCloghrie/Hughes and Jim Galvin/TIS)
OPS  Benchmarking Methodology WG (bmwg)
(Scott Bradner/Harvard)
OSI  MHS-DS WG (mhsds) (Kevin Jordan/CDC and
Harald Alvestrand/SINTEF DELAB)
OSI  Network OSI Operations WG (noop) (Sue Hares/Merit)
RTG  Border Gateway Protocol WG (bgp) (Yakov Rekhter/IBM)
RTG IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)
RTG IP Routing for Wireless/Mobile Hosts WG (mobileip)
(Steve Deering/Xerox)
SEC  TSIG/IETF Coordination Meeting
TSV Service Location Protocol WG (svrloc)

(John Veizades/Apple)

* BGP and OSPF will meet jointly



TUESDAY, July 14, 1992

8:30-9:00 am
9:00-9:30 am

9:30-12:00 noon
9:30-12:00 noon

Breaks
1:30-3:30 pm

Continental Breakfast

IETF Technical Presentations
e  “The Futures of the Internet” (Mitch Kapor/EFF)

TSIG Plenary Session

Morning Sessions

BOF  Router Requirements Checklist BOF (rreqlist)
(Pushpendra Mohta/CERFnet)

APP  Network Database WG (netdata) (Daisy Shen/IBM)

APP  Telnet WG (telnet)
(Steve Alexander/INTERACTIVE Systems)

INT  IP over ATM WG (atm) (Bob Hinden/Sun)

INT  Point-to-Point Protocol Extensions WG (pppext)
(Brian Lloyd/Consultant)

MGT FDDI MIB WG (fddimib) (Jeff Case/UTenn)

MGT Internet Accounting WG (acct) (Cyndi Mills/BBN
and Gregory Ruth/BBN)

OSI  MHS-DS WG (mbhsds) (Kevin Jordan/CDC and
Harald Alvestrand /SINTEF DELAB)

RTG  Border Gateway Protocol WG (bgp) (Yakov Rekhter/IBM)

USV  User Documents WG (userdoc2) (Ellen Hoffman/UMich
and Lenore Jackson/NASA)

Coffee available throughout morning.

Afternoon Sessions I

BOF  New Internet Routing and Addressing
Architecture BOF (nimrod) (Noel Chiappa)

MGT Host Resources MIB WG (hostmib) (Steve Waldbusser/CMU)

OPS  Operational Statistics WG (opstat)
(Phill Gross/ANS and Bernhard Stockman/SUNET)
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1:30-3:30pm

3:30-4:00 pm
4:00-6:00 pm

Tuesday, July 14, 1992 - Afternoon Sessions I (cont’d.)

BOF
RTG

SEC

SEC

TSG

TSG
TSG
TSV

USV

Shared Whois Project (swip) (Sheri Repucci/Merit)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

Common Authentication Technology WG (cat)
(John Linn/DEC)

Commercial Internet Protocol Security Option WG (cipso)

(Ron Sharp/AT&T)

Trusted Administration WG (tadmin)
(Jeff Edelheit/MITRE)

Trusted Sessions WG (tsess) (Julie LeMoine/MITRE)
Trusted X WG (txwg) (Mark Smith/AT&T)

Trusted Network File Systems WG (tnfs)
(Fred Glover/DEC)

Internet User Glossary WG (userglos)
(Tracy LaQuey Parker/UTexas and Gary Malkin/Xylogics)

Break (Refreshments provided)

Afternoon Sessions II

BOF

BOF
OPS

OSI

RTG
RTG

SEC

TSG

TSG
TSG

IP Addressing Plan (ipaddr) BOF (Bernhard Stock-
man/SUNET)

IP Security BOF (ipsec) (Steve Crocker/TIS)

Operational Area Directorate (orad) (Phill Gross/ANS,
Susan Estrada/CERFnet, Bernhard Stockman/SUNET)

SNMP over a Multi-protocol Internet WG (mpsnmp)
(Ted Brunner/Bellcore)

OSIIDRP for IP over IP WG (ipidrp) (Sue Hares/Merit)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

Commercial Internet Protocol Security Option WG (cipso)
(Ron Sharp/AT&T)

Trusted Administration WG (tadmin)
(Jeff Edelheit/MITRE)

Trusted Sessions WG (tsess)(Julie LeMoine/MITRE)
Trusted X WG (txwg) (Mark Smith/AT&T)



1:30-3:30pm

7:00-10:00 pm
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Tuesday, July 14, 1992 - Afternoon Sessions II (cont’d.)

TSV

USv

Trusted Network File Systems WG (tnfs)
(Fred Glover/DEC)

Internet User Glossary WG (userglos)
(Tracy LaQuey Parker/UTexas and Gary Malkin/Xylogics)

Tuesday, July 14, 1992 - Evening Sessions

BOF
BOF

BOF

BOF

BOF

BOF

INT

OPS

RTG

SEC

Internet Society Q&A (isoc) (Vint Cerf/CNRI)

Networked Information Retrieval BOF (nir)
(Jill Foster/UNewcastle-Upon-Tyne and George Brett/MCNC)

OSF Distributed Computing Environment BOF (dce)
(Doug Hartman/OSF)

Remote Conferencing BOF (remconf) (Jack Drescher/MCNC
and Ari Ollikainen/LLNL)

Uninterruptable Power Supply BOF (upsmib)
(Jeff Case/UTenn and Bob Stewart/Xyplex)

Xwindows over OSI and Skinny Stack OSI (BOF)
(Dave Piscitello/Bellcore)

Point-to-Point Protocol Extensions WG (pppext)
(Brian Lloyd/Consultant)

BGP Deployment and Application WG (bgpdepl)
(Jessica Yu/Merit)

Multicast Extensions to OSPF WG (mospf)
(Steve Deering/Xerox PARC)

TCP Client Identity Protocol WG (ident)
(Mike St. Johns/DOD)
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WEDNESDAY, July 15, 1992
8:30-9:00 am Continental Breakfast

9:00-9:30 am Technical Presentations

e  “Pip: The ‘P’ Internet Protocol” (Paul Tsuchiya/Bellcore)
9:00-12:00 noon TSIG Plenary

9:30-12:00 noon Morning Sessions

INT IP over ATM WG (atm) (Bob Hinden/Sun)

INT  Point-to-Point Protocol Extensions WG (pppext)
(Brian Lloyd/Consultant)

MGT Chassis MIB WG (chassis) (Jeff Case/UTenn and
Bob Stewart/Xyplex)

MGT DS1/DS3 MIB WG (trunkmib) (Fred Baker/ACC and
Tracy Cox/Bellcore)

OSI  Office Document Architecture WG (oda)
(Peter Kirstein/UCL)

RTG Inter-Domain Policy Routing WG (idpr)
(Martha Steenstrup/BBN)

SEC  Commercial Internet Protocol Security Option WG (cipso)
(Ron Sharp/AT&T)

TSG  Trusted Administration WG (tadmin)
(Jeff Edelheit/MITRE)

TSG  Trusted Sessions WG (tsess) (Julie LeMoine/MITRE)
TSG  Trusted X WG (txwg) (Mark Smith/AT&T)

TSV  Trusted Network File Systems WG (tnfs)
(Fred Glover/DEC)

USV  User Services WG (uswg) (Joyce Reynolds/ISI)

‘Breaks Coffee available throughout morning.

1:30-3:30 pm Afternoon Sessions I

BOF  Remote Conferencing BOF (remconf) (Jack Drescher/MCNC
and Ari Ollikainen/LLNL)

MGT Token Ring Remote Monitoring WG (trmon)
(Mike Erlinger/Lexcel)



1:30-3:30pm

3:30-4:00 pm
4:00-6:00 pm
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Wednesday, July 15, 1992 - Afternoon Sessions I (cont’d.)

OPS  BGP Deployment and Application WG (bgpdepl)
(Jessica Yu/Merit)

OSI  X.400 Operations WG (x4000ps)
(Alf Hansen/SINTEF DELAB)

RTG  IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

RTG  RIP Version II WG (ripv2) (Gary Malkin/Xylogics)

SEC  Commercial Internet Protocol Security Option WG (cipso)
(Ron Sharp/AT&T)

TSG  Trusted Administration WG (tadmin)
(Jeff Edelheit/MITRE)

TSG  Trusted Sessions WG (tsess) (Julie LeMoine/MITRE)
TSG  Trusted X WG (txwg) (Mark Smith/AT&T)

TSV Trusted Network File Systems WG (tnfs)
(Fred Glover/DEC)

USV  Internet Anonymous FTP Archives WG (iafa)
(Peter Deutsch/McGill and Alan Emtage/McGill)

Break (Refreshments provided)

Afternoon Sessions 11

MGT IEEE 802.3 Hub MIB WG (hubmib) (Keith McCloghrie/Hughes

and Donna McMaster/SynOptics)

OPS  Operational Area Directorate (orad) (Phill Gross/ANS,
Susan Estrada/CERFnet, Bernhard Stockman/SUNET)

OSI  X.400 Operations WG (x4000ps)
(Alf Hansen/SINTEF DELAB)

RTG  IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

SEC  Commercial Internet Protocol Security Option WG (cipso)
(Ron Sharp/AT&T)

TSG  Trusted Administration WG (tadmin)
(Jeff Edelheit/MITRE)

TSG  Trusted Sessions WG (tsess) (Julie LeMoine/MITRE)
TSG  Trusted X WG (txwg) (Mark Smith/AT&T)
TSV Audio/Video Transport WG (avt) (Stephen Casner/ISI)
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4:00-6:00pm

7:00-10:00pm

Wednesday, July 15, 1992 - Afternoon Sessions II (cont’d.)

TSV

USVv

Trusted Network File Systems WG (tnfs)
(Fred Glover/DEC)

Network Information Services Infrastructure WG (nisi)
(April Marine/SRI and Pat Smith/Merit)

Wednesday, July 15, 1992 - Evening Session

BOF

BOF

BOF

BOF

BOF

Authorization and Access Control BOF (aac)
(Clifford Neuman/ISI)

A New Internet Protocol BOF (pip)
(Paul Tsuchiya/Bellcore)

Directory Resources Engineering Group BOF (dregs)
(Joan Gargano/UCDavis and Joyce K. Reynolds/ISI)

Simple Management Protocol (SMP) Framework BOF
(smpframe) (Marshall Rose/DBC)

Perspectives on the Next Generation of the NSFnet
(nsfnet) (Laura Breeden/FARNET)
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THURSDAY, July 16, 1992

8:30-9:00 am
9:00-9:30 am

9:30-12:00 noon
9:30-12:00 noon

Breaks
1:30-3:30 pm

Continental Breakfast

Technical Presentations

o “The DARPA Research Testbed Network (DARTnet):
A Progress Report” (Bob Braden/ISI)

TSIG Plenary

Morning Sessions

BOF

INT

MGT
OPS
RTG

RTG

SEC

TSV

IP Address Encapsulation BOF (ipae)
(Bob Hinden/Sun and Dave Crocker/TBO)

Point-to-Point Protocol Extensions WG (pppext)
(Brian Lloyd/Consultant)

Bridge MIB WG (bridge) (Fred Baker/ACC)
User Connectivity Problems WG (ucp) (Dan Long/BBN)

Inter-Domain Policy Routing WG (idpr)
(Martha Steenstrup/BBN)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

Privacy-Enhanced Electronic Mail WG (pem)
(Steve Kent/BBN)

Audio/Video Transport WG (avt) (Stephen Casner/ISI)

Coffee available throughout the morning.

Afternoon Sessions I

APP
BOF

MGT

MGT

OPS

Network Database WG (netdata) (Daisy Shen/IBM)

TCP/UDP over CLNP-addressed Networks BOF
(tuba) (Ross Callon/DEC and Peter Ford/LANL)

Internet Accounting WG (acct) (Cyndi Mills/BBN
and Gregory Ruth/BBN)

X.25 Management Information Base WG (x25mib)
(Dean Throop/Data General)

Network Joint Management WG (njm)
(Gene Hastings/PSC)



16

1:30-3:30pm

3:30-4:00 pm
4:00-6:00 pm

7:00pm-9:00pm

Thursday, July 16, 1992 - Afternoon Sessions I (cont’d.)

OSI  MIME-MHS Interworking WG (mimembhs)
(Steve Thompson/SoftSwitch)

RTG IP Routing for Wireless/Mobile Hosts WG (mobileip)
(Steve Deering/Xerox)

SEC  Security Area Advisory Group (saag)
(Stephen Crocker/TIS)

USV  Directory Information Services Infrastructure WG (disi)
(Chris Weider/Merit)

Break (Refreshments provided)

Technical Presentations

e “Trusted NFS: Protocol Extensions for MultiLevel
Security” (Fred Glover/DEC)
«IP Encapsulation” (Bob Hinden/Sun and Dave Crocker/TBO)
“A Cloudy Crystal Ball - Visions of the Future”
(Dave Clark/MIT)

Open Plenary and IESG
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FRIDAY, July 17, 1992

8:30-9:00 am
9:00-9:30am
9:30-12:00pm

12:00 pm
12:30 pm

Continental Breakfast
Technical Presentations

Summary Reports

APP  Applications Area (Russ Hobby/UC Davis)

INT  Internet Area (Noel Chiappa and
Philip Almquist/Consultant)

MGT Network Management Area (Chuck Davin/MIT)

OPS  Operations Area (Susan Estrada/CERFnet, Phill Gross/ANS,
Bernhard Stockman/SUNET)

OSI  OSI Integration Area (Erik Huizer/SURFnet and
David Piscitello/Bellcore)

RTG  Routing Area (Bob Hinden/Sun)
SEC  Security Area (Steve Crocker/TIS)

TSV~ Transport and Services Area
(David Borman/Cray Research)

USV  User Services Area (Joyce K. Reynolds/ISI)

Concluding Remarks (Phill Gross/ANS)
Adjourn

Key to Abbreviations

APP
BOF
INT
MGT
OSI
OPS
RTG
SEC
TSG
TSV
Usv

Applications Area

Birds of a Feather Session
Internet Area

Network Management Area
OSI Integration Area
Operational Requirements Area
Routing Area

Security Area

Trusted Sytems Interoperability Group (TSIG)
Transport and Services Area
User Services Area
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Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) is the protocol engineering, development, and
standardization arm of the Internet Architecture Board (IAB). The IETF began in January
1986 as a forum for technical coordination by contractors for the U.S. Defense Advanced
Projects Agency (DARPA), working on the ARPANET, U.S. Defense Data Network (DDN),
and the Internet core gateway system. Since that time, the IETF has grown into a large
open international community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet protocol architecture and the smooth operation
of the Internet.

The IETF mission includes:

1. Identifying and proposing solutions to pressing operational and technical problems in
the Internet,

2. Specifying the development (or usage) of protocols and the near-term architecture to
solve such technical problems for the Internet,

3. Making recommendations to the IAB regarding standardization of protocols and pro-
tocol usage in the Internet,

4. Facilitating technology transfer from the Internet Research Task Force (IRTF) to the
wider Internet community, and

5. Providing a forum for the exchange of information within the Internet community
between vendors, users, researchers, agency contractors, and network managers.

Technical activity on any specific topic in the IETF is addressed within working groups.
All working groups are organized roughly by function into nine technical areas. Each is
led by an Area Director who has primary responsibility for that one area of IETF activity.
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Together with the Chair of the IETF, these nine technical Directors (plus, a Director for
Standards Procedures) compose the Internet Engineering Steering Group (IESG).

The current Areas and Directors, which compose the IESG, are:

IETF and IESG Chair: Phill Gross/ANS
Applications: Russ Hobby/UC-Davis
Internet Philip Almquist/Consultant
Network Management: James Davin/ Bellcore

OSI Integration: Dave Piscitello/Bellcore

Erik Huizer/SURFnet
Operational Requirements: Phill Gross/ANS
Bernhard Stockman/SUNET

Routing: Robert Hinden/Sun

Security: Steve Crocker/TIS

Transport and Services David Borman/Cray Research
User Services Joyce K. Reynolds/ISI
Standards Management: Dave Crocker/TBO

The IETF has a Secretariat, headquartered at the Corporation for National Research Ini-
tiatives in Reston, Virginia, with the following staff:

IETF Executive Director: Steve Coya
IESG Secretary: Greg Vaudreuil
IETF Coordinator: Megan Davies
Administrative Support: Debra Legare

Cynthia Clark

The working groups conduct business during plenary meetings of the IETF, during meetings
outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds 4.5 day plenary sessions three times a year. These plenary sessions are
composed of Working Group Sessions, Technical Presentations, Network Status Reports,
working group reporting, and an open IESG meeting. A Proceedings of each IETF plenary
is published, which includes reports from each Area, each working group, and each Technical
Presentation. The Proceedings include a summary of all current standardization activities.

Meeting reports, Charters (which include the working group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several
Internet hosts including nnsc.nsf.net.
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Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the working groups, as well as a general IETF list. Mail on the
working group mailing lists is expected to be technically relevant to the working groups
supported by that list.

To join a mailing list, send a request to the associated request list. All internet mail-
ing lists have a companion “-request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the
general IETF mailing list. For general inquiries about the IETF, requests should be sent
to ietf-info@nri.reston.va.us. An archive of mail sent to the IETF list is available for
anonymous ftp from the directory “ftp/irg/ietf on venera.isi.edu
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1.1 Future IETF Meeting Sites

Fall 1992

Washington, DC

U.S. Sprint

Host: Robert Collet
November 16-20, 1992

Spring 1993

Columbus, OH

OARnet and The Ohio State University
Host: Kannan Varadhan

March 29-April 2, 1993

Summer 1993

Amsterdam, Netherlands
SURFnet and RARE
Host: Erik Huizer

July 12-16, 1993
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1.2 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all its ac-
tivities. This information is available via FTP through the NSFnet Service Center (NNSC)
and through several “shadow” machines. These “shadow” machines may in fact be more
convenient than the NNSC. Procedures for retrieving the information are listed below.

Directory Locations

Information pertaining to the IETF, its working groups and Internet Drafts can be found
in either the “IETF” Directory or the “Internet-Drafts” Directory. (For a more detailed
description of these Directories, please see Section 1.2.1 and 1.2.2). To retrieve this infor-
mation via FTP, establish a connection, then Login with username “anonymous” and the
password requested by the system. This password will either be your login name or “guest”.
When logged in, change to the directory of your choice with the following commands:

cd ietf
cd internet-drafts

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 00README readme.my.copy

East Coast (US) Address: nnsc.nsf.net (128.89.1.178)
West Coast (US) Address: ftp.nisc.sri.com (192.33.33.22)

Internet Drafts are available by mail server from this machine. To retreive a file mail a
request:

To: mail-server@nisc.sri.com
Subject: Anything you want

In the body put a command of the form:
send internet-drafts/lid-abstracts.txt or
send ietf/1lwg-summary.txt
Pacific Rim Address: munnari.oz.au (128.250.1.21)
¢ The Internet Drafts on this machine are stored in Unix compressed form (.Z).

Europe Address: nic.nordu.net (192.36.148.17)

e This machine will accept only an email address as the password.
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1.2.1 The IETF Directory
Below is a list of the files available in the IETF Directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with a
1 contain general information about the IETF, the working groups, and the Internet Drafts.

FILE NAME

Omtg-agenda The current Agenda for the upcoming IETF plenary, containing
scheduled Working Groups meetings, Technical Presentations and
Network Status Reports.

Omtg-at-a-glance The announcement for the upcoming IETF plenary, containing spe-
cific information on the date/location of the meeting, hotel/airline
arrangements, meeting site accommodations and meeting costs.

Omtg-rsvp A standardized RSVP form to notify the secretariat of your plans to
attend the upcoming IETF meeting.

Omtg-sites Current and future meeting dates and sites for IETF plenaries.

lid-abstracts The Internet Drafts currently on-line in the Internet-Drafts Direc-
tory.

lid-guidelines Instructions for authors of Internet Drafts.

lietf-description A short description of the IETF, the IESG and how to participate.

lwg-summary A listing of all current working groups, the working group Chairs

and their email addresses, working group mailing list addresses, and
where applicable, documentation produced. This file also contains
the standard acronym for the working groups by which the IETF
and Internet-Drafts Directories are keyed.

Finally, working groups have individual files dedicated to their particular activities which
contain their respective Charters and Meeting Reports. Each working group file is named
in this fashion:

<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “ls” command will permit you to review what working group files are available
and the specific naming scheme to use for a successful anonymous ftp action.
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1.2.2 The Internet-Drafts Directory

The Internet-Drafts Directory has been installed to make available, for review and com-
ment, draft documents that will be submitted ultimately to the IAB and the RFC Ed-
itor to be considered for publishing as RFC’s. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts Directory. Comments are welcome and should be
addressed to the responsible person whose name and email addresses are listed on the first
page of the respective draft.

The documents are named according to the following conventions. If the document was
generated in an IETF working group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the working group acronym, <docname>> is an abbreviated version
of the document title, and <rev> is the revision number.

If the document was submitted for comment by a non-IETF group or author, the filename
is:

draft-<author>-<docname>-<rev>.txt, or .ps
where <author> is the author’s name.

For more information on writing and installing an Internet Draft, see the file lid-guidelines,
“Guidelines to Authors of Internet Drafts”.
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1.3 Guidelines to Authors of Internet Drafts

The Internet-Drafts Directories are available to provide authors with the ability to distribute
and solicit comments on documents they plan to submit as a Request for Comments (RFC).
Submissions to the Directories should be sent to “internet-drafts@nri.reston.va.us”.

Internet Drafts are not an archival document series. These documents should not be cited
or quoted from in any formal document. Unrevised documents placed in the Internet-Drafts
Directories have a maximum life of six months. After that time, they must be submitted to
the IESG or the RFC editor, or they will be deleted. After a document becomes an RFC,
it will be replaced in the Internet-Drafts Directories with an announcement to that effect
for an additional six months.

Internet Drafts are generally in the format of an RFC, although it is expected that the
documents may be “rough” drafts. This format is specified fully in RFC 1111. In brief, an
Internet Draft shall be submitted in ASCII text, limited to 72 characters per line and 58
lines per page followed by a formfeed character. Overstriking to achieve underlining is not
acceptable.

Postscript is acceptable, but only when submitted with a matching ASCII version (even if
figures must be deleted). Postscript should be formatted for use on 8.5x11 inch paper. If
A4 paper is used, an image area less than 10 inches high should be used to avoid printing
extra pages when printed on 8.5x11 paper.

There are differences between the RFC and Internet Draft format. The Internet Drafts are
NOT RFC’s and are NOT a numbered document series. The words “INTERNET DRAFT”
should appear in the upper left hand corner of the first page. The document should NOT
refer to itself as an RFC or a Draft RFC.

The Internet Draft should neither state nor imply that it is a Proposed Standard. To
do so conflicts with the role of the IAB, the RFC Editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed, Draft,
Experimental, Historical, Required, Recommended, Elective, or Restricted in the title of
the Internet Draft. All Internet Draft should include a section containing the following
verbatim statement:

This document is an Internet Draft. Internet Drafts are working documents
of the Internet Engineering Task Force (IETF), its Areas, and its Working
Groups. Note that other groups may also distribute working documents as
Internet Drafts.

Internet Drafts are draft documents valid for a maximum of six months. Inter-
net Drafts may be updated, replaced, or obsoleted by other documents at any
time. It is not appropriate to use Internet Drafts as reference material or to
cite them other than as a “working draft” or “work in progress.”
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To learn the current status of any Internet Draft, please check the 1lid-abstracts.txt
listing contained in the Internet-Drafts Shadow Directories on nic.ddn.mil,
nnsc.nsf.net, nic.nordu.net, ftp.nisc.sri.com, or munnari.oz.au.

The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. This abstract
will be used in the id-abstracts index and in the announcement of the Draft. The abstract
should follow the “Status of this Memo” section.

A document expiration date must appear on the first and last page of the Internet Draft.
The expiration date is always six months following the submission of the document as an
Internet Draft. Authors can calculate the six month period by adding five days to the
date when the final version is completed. This should be more than enough to cover the
time needed to send the document or notification of the document’s availability to internet-
drafts@unri.reston.va.us.

If the Internet Draft is lengthy, please include on the second page, a table of contents to
make the document easier to reference.
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2.1 Applications Area

Director(s):
e Russ Hobby: rdhobby@ucdavis.edu

Area Summary reported by Russ Hobby/UC Davis

Area Overview

The general goal of the area is to define the protocols to create an interoperable multimedia
distributed computing environment for the Internet. The Internet is now a global commu-

nications resource and people want more applications than the standard Telnet, FTP and
SMTP provide.

At the Boston meeting there were demonstrations of how video and audio could be carried
between workstations over the Internet today. The Teleconferencing Architecture BOF dis-
cussed what is necessary to create a multi-workstation multimedia conference environment.
With the greater international interest in the IETF there is a desire to be able to extend
the “face-to-face” meetings over the network around the world.

Another interest that generated several BOFs was information storage and retrieval over
the Internet. There is a growing amount of information available over the network, but how
does one locate and retrieve it?

Email Requirements BOF (MAILREQ)

The defined protocols (SMTP, RFC 822, MIME, ...) do not begin to address the complexity
of the email environment of the Internet and beyond. We need a set of documents that can
give “the big picture” and provide guidelines for implementors, operators and users. The
BOF discussed problems and needs for the email world and some possible documents to
address these issues.

OSF Distributed Computing Environment BOF (DCE)

Doug Hartman from OSF presented and overview of DCE and answered questions. DCE
addresses several of the “holes” that we currently have in the Internet Protocols. Future
work in the IETF to fill these holes may be able to use the work of OSF as a strong starting
place.

Remote Conferencing BOF (REMCONTF)

The BOF continued work to define an overall architecture to cover all aspects of remote
conferencing. This included things such as session management and groupware. Separate
Working Groups may be generated to work on specific protocols specified by the archi-
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tecture. There was discussion on the current work on session management. This may be
spawned off as a Working Group.

Internet Mail Extensions Working Group (SMTPEXT)

The Working Group did the final review of the document that extends SMTP to allow the
transport of 8-bit characters and provides some additional capabilities to improve efficiency,
especially when very large files are being transmitted. Working Group has submitted the
document to be a Proposed Standard.

Network Database Working Group (NETDATA)

Two approaches to provide SQL over TCP/IP networks were reviewed. One approach has
been developed by the Working Group Chair, Daisy Shen over the past few IETF meetings.
The other approach has been developed by the SQL Access Group and was presented to
the IETF for the first time at the Boston meeting. The Working Group agreed that a single
approach needs to be developed for standardization and would evaluate both approaches.
Security work is still needed on both approaches.

TELNET Working Group (TELNET)

The TELNET Working Group made further progress on authentication and decided that
the document should be put forth as an Experimental Protocol. Dave Borman presented
an extension to remote flow control that the Group reviewed and will be submitted to be
a Proposed Standard. The Working Group reviewed the Environment Option and will put
it forward to become a Proposed Standard.
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CURRENT MEETING REPORT

Reported by Russ Hobby/UC Davis
Minutes of the Email Requirements BOF (MAILREQ)
The BOF was started with several questions about working on email requirements.

WHY? Because the protocols do not specify everything. No one document puts all the
information in one place.

WHAT? Scope to look at: Internet? Email World? Gateways? Audience: Implementors?
Operators? Users? Documents: How many and what?

HOW? Next step beyond the BOF?

WHO? There needs to be a Working Group Chair. There needs to be writers for the
documents.

The Group came up with a gripe/wish list to focus on what work should be done and what
documents would be written. The list was:

Email flow control
Clarify 822 ambiguities
Better/standard error messages and tracking
Guidelines for handling violations
Management of list exploders
Duplicate suppression
Server command sets
Distributed message storage
9. Email API
10. Verify that recipient exists
11. Common Terminology
12. Email MIB
13. Automatic verification of delivery/reading
14. Multipath elimination
15. Email routing protocol
16. Vacation mail requirements
17. Retry and reporting requirements
18. Know when a message comes from a list
19. Postmaster behavior requirements
20. Dynamic and more detailed MX
21. Human readable errors
22. Email/directory interface.

R NS otk WD

There was discussion of several possible documents that could be produced. There was
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general agreement that there really needs to be a document or group of documents that
define an overall email architecture. This would help us describe where we are with email
today and provide direction for work. It was also suggested that we think of email messages
as "Big Packets” and use some of the technology that we now use for our packet networks
in the email world.

Suggested documents were:

1. Email Architecture (three possible documents)

¢ The Big Email Picture (General email components and terminology)
¢ Internet Email Architecture (SMTP/822/MIME/...)
e Email Gateways

?Packet” Email System

Email MIB

Listserve Command Syntax

List Behavior and Management
Error Messages and Handling
Implementor’s Email Requirements
Email/Directory Interface

How to find an Email Address
Quality of Email Service

S© 0N U AN

—

There was agreement that these issue urgently need addressing and that a Working Group
should be formed. The following mail list will be created for further discussion:

ietf-mailreq@ucdavis.edu for Group discussion

ietf-mailreq-request@ucdavis.edu for list adds and drops

Attendees
Mark Bokhan bokhan®@abitok.enet.dec.com
Luc Boulianne lucb@cs.mcgill.ca

James Conklin
David Crocker
Roger Fajman
Jill Foster
Ned Freed
Tony Genovese
Terry Gray
Alf Hansen
Russ Hobby
Tim Howes
Erik Huizer
Todd Kaehler

jbc@bitnic.educom.edu
dcrocker@mordor.stanford. edu
raf@cu.nih.gov
jill.foster@newcastle.ac.uk
ned@innosoft.com
genovese@nersc.gov
grayQcac.washington.edu

Alf .Hansen@delab.sintef.no
rdhobbyQucdavis.edu
Tim.HowesQumich.edu.
huizer@surfnet.nl
kaehler@zk3.dec.com
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Neil Katin katinQeng.sun.com

David Katinsky dmkQrutgers.edu

John Klensin klensin@infoods.mit.edu
Jim Knowles jknowles@trident.arc.nasa.gov
Keith Moore moore@cs.utk.edu

John Murray murrayQpremenos.sf.ca.us
Michael Patton mapQlcs.mit.edu

Michael Powell mdpowel@pacbell.com
Anthony Rutkowski amr@sprint.com

Tim Seaver tas@concert.net

Mark Smith mcsQumich.edu

Gregory Vaudreuil gvaudre@nri.reston.va.us
John Wagner jwagner@princeton.edu

Fred Ziegler ziegler@aspentec.com
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CURRENT MEETING REPORT

Reported by George Brett/MCNC
Minutes of the Networked Information Retrieval BOF (NIR)

The Group agreed that the mailing list, nir@cc.mcgill.ca, which was set up by Peter Deutsch
would continue to be used by the NIR Working Group and all names on the roster would
be added to that list. The Group also discussed the elements of the Charter necessary to
develop this BOF into for a Working Group. The draft of the Charter has been posted to
the NIR mailing list. The goals and objectives are still up for discussion.

Other items of discussion from the floor included the frequency of publications, future
definition of networked information retrieval standards, and the scope of the documents
produced by the NIR Working Group.

Updates from Brett & Foster

Jill Foster and George Brett presented information about projects that they are working on.
Jill described the RARE Information Services and User Support Working Group. George
spoke about the Coalition for Networked Information Directories and Networked Resources
Services Working Group and the Clearinghouse for Networked Information Discovery and
Retrieval. For more information on these projects, Jill and/or George can be reached via
email (see addresses below).

Templates

A majority of the session was spent talking about the two templates that will be used
to gather information about networked information retrieval applications and about or-
ganizations which are working on projects related to NIR. The draft copies of the tem-
plates have been posted to the NIR mailing list and are available at the archive kept there
(pub/mailing-lists/nir at archives.cc.mcgill.ca). Comments and suggestions about the tem-
plates are welcome, but we do plan to begin implementing them before the November 1992
IETF meeting.

Attendees

George Abe abe@infonet.com

Ed Albrigo ealbrigo@cos.com

George Brett ghb@jazz.concert.net
Mitchell Charity mcharity@lcs.mit.edu
Jodi-Ann Chu jodi@uhunix.uhcc.hawaii.edu
Alan Clegg abcQconcert.net

Richard Colella colellaQosi.ncsl.nist.gov

Peter Deutsch peterd@cc.mcgill.ca
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Alan Emtage bajan@cc.mcgill.ca

Roger Fajman rafQcu.nih.gov

Jill Foster jill.foster@newcastle.ac.uk
Jim Fullton jim_fullton@unc.edu

Joan Gargano jcgarganoQucdavis. edu
Martyne Hallgren martyne@mitchell.cit.cornell.edu
Alf Hansen Alf .HansenQdelab.sintef.no
Alisa Hata hata@cac.washington.edu
Russ Hobby rdhobbyQucdavis.edu
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CURRENT MEETING REPORT

Reported by Doug Hartman/OSF

Minutes of the OSF Distributed Computing Environment BOF (DCE)

The Open Software Foundation (OSF) hosted a BOF to discuss the Distributed Computing
Environment (DCE) work by OSF. It was attended by about forty people (see list). Doug
Hartman, DCE engineering director, gave a quick tour of the OSF organization, what OSF
does, and what DCE is. (See following slides.) The most important points are:

OSF is a research and development cooperative that develops things like Motif,
OSF/1, DCE and DME in conjunction with our 300+ members.

DCE is a set of libraries and programs to be used with existing networks and trans-
ports to create production-quality distributed systems and applications.

DCE provides services for RPC, multithreading, network security, global naming of
objects, and a distributed file system. These services are integrated to provide a
consistent foundation.

The DCE specifications will be available from bookstores within a few months. DCE
code is licensable now. (Implementations before specifications.) Many companies are
planning DCE deployments.

OSF invites IETF attendees to learn more about OSF, DCE, and our other activities.
Contact hartman@osf.org for more information.

The audience asked a number of good questions throughout the presentation to clarify
points or to understand how this information might affect them. Some highlights were:

Question: What about OSI? This doesn’t look like OSI, and many OSF members are
active in OSIL.

— Answer: DCE does not replace OSI protocols for use by government organiza-
tions and telecomm providers. DCE does address some of the same technology
areas, but is more focused on production distributed applications which need
high performance, security and interoperability today. OSF is working with
standards organizations to give them the benefit of our “existing practice”; we
would be happy to see DCE protocols included in OSI upper layers. (DCE can
use OSI lower layers already.)

Question: How are decisions made at OSF? Don’t the OSF sponsors get involved?

— Answer: OSF members give us input as to what they would like to see us do.
We need to cover our costs from license revenue, so we are motivated to meet
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the needs of our licensees. While the OSF board (including sponsors) initially
made the recommendation to pursue interoperability technology in 1988, OSF
employees have made the decisions about what that technology would be since
then. All OSF members are regularly given the chance to provide their recom-

mendations to us.

e Question: How will we proceed with future OSF <-> IETF discussions?

— Answer: BOFs sometimes lead to working groups. This does not seem like the
right thing for DCE, since the “DCE Working Group” is already in place at OSF,
where it is called the DCE SIG; it meets about every two months. The most
likely course of action at this point is to have OSF work with the Applications
Area of the IETF. We would be able to present details about DCE solutions in
the areas of RPC, naming, security, and so forth.
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Introduction to OSF

OSF Distributed Computing Environment
IETF BOF
July 14, 1992
Doug Hartman

hartman@aosf.org
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OSF technology offerings

NCRA organization for open software R&D

300+ organizational members provide input
membership is open; there's an annual fee

250+ OSF employees make decisions, do work
(of course, we gets lots of help!)

We work with standards organizations

o 0[S {F |

The DCE offering

Building blocks for open systems

Motif

OSF/1

DCE

DME
Implementations in ANSI C for UNIX-like OS's
Specifications follow implementation (IETF model)

Specifications (AES) in bookstores (on-line?) include
protocols and programming interfaces

implementation licenses cover our costs

e oIS |F |

DCE acceptance

Libraries, servers, tools for distributed computing

Core services: RPC, naming, security, for creating
distributed applications

Portable to a variety of OS and hardware platforms
Builds on existing network transports
Distributed UNIX file system included

Environment: bring your own e-mail, spreadsheet

DCE implementations (in whole or in part) in
progress for OSF/1, SVR4, AlX, HP-UX, VMS,
MVS, Windows, NT (partial list)

DCE developer kits shipping from DEC, Transarc,
Gradient; many others by end of 1992

Active participation by system vendors:IBM, DEC,
HP, SNI, NCR, Bull, Cray, Stratus, Hitachi, ICL

And end users: Boeing, EDS, Bellcore, Citicorp,
Mitre (partial list)

Explorations at Novell, Apple, Tandem, Sunsoft

We're exploring use in embedded applications

e ols | |
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DCE Design Principles

Use one base communication vehicle: RPC
Standardize configurations with common servers
Combine namespaces to name everything

Build in authentication and access control

No built-in scaling limits

Address production use: threads, replication

Use existing networks, OS, infrastructure

e | o1s IF |
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Client/Server Architecture

Clients and servers
shown on separate
machines for clarity

Server

RPC Client-server protocol

l ClientJ rCIient ] [ Client
Z N N\ L AN
Programming and user interfaces define clients

RPC interfaces define servers (except X.500,
which uses message protocols)

e OIS IF |

Use of Transport Protocols

dfs sec time cds X.500 gds
gda
rpc interface OSt presentation
CL rpc COrpc OSl session DCE
UDP or other TCP, TP0-4, or other oS
datagram connection-based
transport transport

Transport interface (e.g. sockets or XT1) requires
multi-event wait (e.g. select)

Connection-based transports assume a reliable,
sequenced byte stream; message frames are OK

RPC Client/Server Interfaces

Client-side RPC interface, ( Seg’s;‘g‘)‘i&m
- specified in IDL exp
(lmported)\APl ‘ ——
\ Procedure
%g?yfguon . Client Server
/ Stuws o~ Stuws
N Procedure

- Interface definition stays constant

- Stub behavior can vary

- Allows creation of ‘network library’
by compiling IDL into ordinary API

e oS IF |

DCE technical issue #1

Why use RPC? Why not messages?

RPC is fast, intuitive, heteregenous, extensible
RPC uses transport-level messages

RPC can provide high-level queued delivery

Use threads to address concurrency

e OIS IF

Multithreaded Design

e a3

Cells

clients servers
)
DCE servers handle —
concurrent requests — request
from clients
Multithreaded clients: _—:/
concurrent requests I
use threads built into - est
DCE RPC A A iy reas
marshalling | VO

Cell: anindependent
set of clients & servers,
managed as a group

DCE's idea of domain

Cells can be
combined to form
multicell systems

Each cell has
its own servers
{(shown as machines)

- OIS IF |

e OIS IF |
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Creating Muiticell Systems

Cells can be
joined by LANS

Cells are autonomous, but cooperate
(for example, sharing cell security keys)

== oS |F |

Integrated Global Namespace

Each object has a unique hierarchical name

global root, named */.."

Global namespace defines
relationship between celis

1_Josf.org 1..fathena.mit.edu
Cells can appear in either DNS or X.500

e oIS |F|

DCE technical issue #2

Designed for an internet

DCE uses
underlying
addressing,
routing

DCE has good WAN support
(WAN = long latency, usually
lower bandwidth connection)

RPC uses bulk operations
to minimize reply latency

DCE services use caching to
reduce network traffic

— G

Cell Namespace

Each cell has same namespace organization

(alm:o\ Global Directory
. Agent manages

] global directory
. junction

DCE supports DFS
& security junctions

Location transparency is managed within cells

Should we use X.500 to name everything?
No: use junctions (federated naming)

Name requirements/syntaxes will always vary
Provide several services for unique needs

Allow extensibility

- OIS F
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Security Architecture

Clients log in, authenticate, get
Privilege Attribute Certificate: @

registry,
Kerberos KDC
& PAC server

Servers also

Clients request services authenticate

via authenticated RPC

Servers make access decisions
using Access Control Lists
attached to objects (files,
names in the namespace)

O 1m0 v
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Security and Multicell Access

Users can log in

TN to trusting cells,
access objects
oroser | forwnieniney (T ATCSNEY
ralph in are authorize refers to
cell A ralph logs in ralph@A
to either cell
&
users |ACLs / mutual \users | ACLs
trust exists:
1 servers registered
Cell A in other cell Cell B

- OIS I

File System Architecture

DCE technical issue #3

What about public key?

Doesn't replace need to use fast (DES) keys
Common server design works well for secret key
We hope to integrate public key in the future

Public key patent/license issues still being worked

o o ls IF |

Relationship to NFS

Fileswith Fileset
chunks example

r checked out

client

Operations on L
the chunks
shownneed [ client )
no cache ¥
coordination

This chunk is client
opened shared T
read/write, so \ i
DFS tokens client
synchronize
data in caches

NFS and DFS client

ors]

NFS-only client

DFS server NFS server
E’é%%"}i ;ttitlifslg Exports stateless
NFS protocols NFS protocol

DFS protocol provides global file namespace,
security, caching, replication, administration

NFS protocol provides backwards compatibility

DCE technical issue #4

Why would | want to use this file system?
Consistent global file naming

Integrated security

Improved caching, concurrency, replication

Better performance for large networks

- ols |F |
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Operating System Kernel Interfaces

The DCE DFS is designed for a UNIX-based OS kernel:

System calls

file system

types, e.g. |- -
UNIX file-sys | raw disk /O

Shaded parts are provided with DCE,
assume presence of other parts in the OS

L T UKX b o regiatonsd trademars of ATLT

o1l IF |
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Operating system requirements

These functions are needed for full DCE:

n . file and process | native threads
basic multitask |~ gperations per | or support for
support, 1MB+ | pogix & XPG3, | DCE threads
address space, | jncluding time {(nonblocking /O

memory protect and IPC and time ticks)

Partial DCE support (e.g. client-only) may be
possible on systems without these functions.

- ols IF|

DCE status

DCE 1.0 technology released January 1532

Update release with bugs fixes, late features
coming out in three weeks

Vendor ports released to pilot installations
late this year

Work continues to enhance technology to
address future areas

= oS ||

Future Directions

Internationalization
Performance tuning
Tracing and auditing
Easier administration
Easier programming

Better bridges to non-DCE environments

- ols |F |

“"Where's Waldo?"

Kerberos: Security KDC mechanism
DNS: one way to locate cells

NTP: time service can accept NTP time
X.500: Client, server, OSl layer 5-7
AFS: precedessor to DCE DFS

NCS: RPCis NCS 2.0

e O[S IF |

DCE application areas

“DME apps": print managers, license managers
OLTP extensions (e.g. Transarc)
Object oriented extensions (e.g. HP)
Distributed DBMS (e.g. Oracle, Informix)

Distributed development environment tools,
debuggers, tracing tools, CASE tools

“Groupware": document mgmt, project mgmt

- GET
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CURRENT MEETING REPORT

Reported by Jack Drescher/MCNC and Ari Ollikainen/LLNL
Minutes of the Remote Conferencing BOF (REMCONTF)

Two BOF sessions were held on Remote Conferencing as a follow-on to the Teleconferencing
Architecture BOFs held at the San Diego IETF in March. A preparatory meeting was added
to the schedule between the first and second full BOFs. Sixty one different people attended
either one or both BOF sessions.

The stated purpose of the BOF was to present/solicit feedback on the first draft of the
Remote Conferencing Architecture Outline/Structure, which had been sent to list prior to
the IETF. Copies were also handed out prior to the first session. Other purposes were to
solicit other major research efforts which might be relevant to the Remote Conferencing
Architecture and to develop ties with these efforts as appropriate.

Full Session of July 13, 1992

A brief statement of continuity from previous BOF sessions was reviewed along with the
proposed Working Group Milestones. It was noted that the Group had not yet been able
to achieve IESG approval as a Working Group. The main issue is “broadness of Charter”.

Yee-Hsiang Chang of MCNC presented the highlights of the first draft of the Remote Con-
ferencing Architecture Outline. This architecture has a strong dependence on, and proposes
extensions to, the Connection Control Protocol work being done at ISI. Among the points
made during the ensuing discussion were:

e Detailed configuration definitions are a good subject for this Group to work on.
¢ Conference Directory Services should be based on X.500.
o We need to develop a working relationship with the Security Working Group.

o Capability for the “loosely controlled conference” (similar to the IETF broadcasts
done from Boston) needs to be added to today’s CCP.

o We need to define what conferencing function APIs will be needed.
o A restatement that this architecture proposes distributed conference servers.

o There was a request to “define the problem to be solved” or “what function is de-
sired”?

e There was a request to have a tutorial on CCP in the next session.
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o It was suggested that we investigate the SMPTE header being developed by video
and motion picture engineers.

There was additional discussion on the proposed Working Group Charter and the “sharp-
ening” of the proposed Charter required to gain Working Group status. A a special “prep
for Wednesday” session, involving a smaller group, was scheduled on Tuesday evening, July
14.

Special Session of Tuesday, July 14

A group of twelve people came to agreement on a statement of desired function and an
approach to rewording of the proposed Working Group objectives, both to be presented at
the 7/15 full session. A heavy emphasis on connection management and interface detail as
a deliverable were the main discussion points on the revised Working Group objectives. Eve
Schooler of ISI agreed to produce charts and give the CCP tutorial on 7/15, a repeat from
the San Diego BOF. There was also consensus that the Group should discuss the subject
of Conference Session Dynamics as a high priority item.

Full session of July 15, 1992

The statement of desired function was presented and seemed to be well accepted as a first
pass. A marked up REMCONF Working Group Goals chart was shown, with the changed
emphasis highlighted. A reminder point was made that the “Focus on” chart notation
means “detailed deliverable”.

Statement of Desired Function
People can interactively conference, at their workstations, across the Internet.

As part of the conference process, the following media can be accommodated
in workstation windows:

- Motion Video - Audio - Still Images - Data, Text... via shared workspace

Users can easily schedule, initiate, manage and terminate the conferences. Users
can easily find out about scheduled public conferences.

Tightly controlled conferences provide “n to n” conferencing from 2 to approx-
imately 15 people. Loosely controlled conferences provide 1 to n capability
where n can be something less than infinity.

The Remote Conferencing Architecture will encourage multi-vendor interoper-
ability.

The Remote Conferencing Architecture will define, for tightly controlled con-
ferences, security mechanisms to control:

- Who can find out about a conference. - Who can join that conference.

NOTE: conference Data will be secured by whatever security mechanisms the
IESG/IAB approves.
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The Remote Conferencing Architecture will anticipate and allow for the ex-
ploitation of future IP network enhancements and Internet environments in
order to define quality of service levels.

The Connection Control Point tutorial was given. A point was made that other approaches
to connection management, if available, should be evaluated along with CCP.

A very brief discussion of the Touring Machine project at Bellcore, (presented at the San
Diego BOF) was held and a request was made to include the description and API(new
charts) in the minutes of the BOF.

Future of the Group

The organizational niche for the Remote Conferencing BOF has not been decided. Inde-
pendently, we intend, at this time, to continue the discussions on the additions to CCP
and to come to the November IETF with the first draft of the overall proposed Remote
Conferencing Architecture, as called for in the proposed Working Group milestones. We
would appreciate input from the Internet community on the referenced outline that’s avail-
able via FTP and future expansions to it that will be made available via announcement to

rem-conf@es.net.
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Remote Conference BOF

Remote Conferencing Architecture

Yee-Hslang Chang, Ph.D.
Resident Sclentist, C lcatl Research

MCNC Center for Communications

emall: yhc@concert.net

Proposed IETF Work Group Goals

REMOTE CONFERENCING

CoN3SIPER

End To-End Remote Confcrcnc g A:chnecturc
ONNECTIoN M1 Con Ferenee Sessem QM'""'}
pSsion Planning, Imnauon.lMamtenancc Change etc.

- Relate .tudx,? Vndc‘? Gro'\gswa:c{. ...... Wﬁm
P2 uoCTnmt Cop Adio AgwwY=; Utdew Dsree?
- “Tight" And "Loose" Control Conference Sessions D':.- Yooy Semy.

LAr FodNPATIaN on. TN rlﬂo/lz\'d&/u?'/

Other Groups

, Resource Reservation/Allocation ,Aiﬂ'r}
-Coramision New Work As Needed

Architecture Milestones: Outline 7/92 Complete 3/93

A

Remote Conferencing Architecture

(Overview) Remote Conference BOF

Central Issues:

How to send messages over Internet on time to all the members?
This is tough, which leads to the development of
¢ Coding
¢ Multicast
¢ Resource management (end systems and networks)
¢ Fast transport protocol (Audio/Video Transport)

How do we start a conference? What information I must know?
(addresses, coding scheme used, ...)

A

Remote Conferencing Architecture
(Overview) (cont.)

Remote Conference BOF
NG
Mullimedia development Multimedia development
enviconment environment
API APL
(&
Coding Coding
AVT AVT
Multicast Multicast
Resource Management

Research has been doing on coding, multicast, and resource
management. The goal in this WG is to provide the connection
and configuration control and interface/requirements to
coding/multicast/resource management.

A

Interface/Requirements to Multicast, Coding,
and Resource Management

Remote Conference BOF
Multicast:
¢ Global Iticast address administration
Coding:
+ Standard coding sch and codec configuration
parameters

¢ Feedback information to codec
Resource management
* Admission control

* Resource parameters

A

mMerc

Remote Conferencing Styles and Their

Connection Requirements Remote Conference BOF

Loose Control

Example: IETF to the Internet world.

No detalled information is available about the members in
the multicast group.

Joining and leaving the group is easy.

Connection setup is minimal.

¢ Configuration information must be carried out by all the

packets or supported by the network architecture.
* Minimal security is avallable.

It is suitable for a large group sudience.
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Remote Conferencing Styles and Their
Connection Requirements (cont.) zemote Conference B0F

Tight Control {(Eve Schooler's Connection Control Protocol)
Example: collaboration

* Members of the group are {dentifled.

All members must be informed when someone joins or leaves
the group.

Connection set-up can carry the configuration information
and security information.

Minimal configuration information will be carried by each
packet.

It is suitable for & small group.

Remote Conferencing Styles and Their
Connection Requirements (cont.} gemotw Conference B0F

A

MonC

The Goal for Connection and Configuration Control:
Combine both loose and tight control.

Key: Flexible configuration control.

A

Configuration Parameters
Remote Confersmce BOF

With networks -~

¢ Available network bandwidth
* Delay requirement

« Jitter requirement

¢ Multicast addresses

With end systems --

Coding/compression scheme (JPEG, MPEG, H.261, PCM)
and assoclated parameters (bit rate).
Security level (encryption).

Media equipment (stereo/mono/cd, audio mixing)

A

Suggested Protocols

Remote Conference BOF

Connection/Configuration Control Protocol:

« Extend CCP to include the configuration control and loose
control style.

Transport Protocol: Audio/Video Transport WG

TCP/IP multicast for groupware.

Suggested End System's Modules

A

Remote Conference BOF

REmeeN F
wg Fecus —

/&

RIM N F
we ol [ e
ﬂ»/nfé \ > —y
Coding! ::
swhchung
Vidso
agent.

Our Design Philosophy

Remote Conference BOF

* Include all the existing efforts.
Provide the flexibility in implementation.

Build the architecture, and use the architecture to
drive the associated protocol development.

« Try to combine tight and loose control in connection
control.
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A

One Proposed Solution (Network

Architecture) Remote Conference BOF

mene.org

Internet

« Conference servers provides configuration information for query.
o Itis easy to do the address lookup if we maintain the conference
control server address as the Internet name server today.

A

morc

One Proposed Solution (cont.)
Remote Conference BOF

For tight control, the conference initiator can set up the fliter for
the access right of the participants. Various connection style can
be supported. For example,we can use the invitation style (CCP),
which the conference initiator will send message to invite each
participant to join. Participants can negotiate the configuration
parameters with, and obtain security information from the server.
Participants will input their address on the server, which will allow
information exchange.

n . the participants only need to get one piece
information from the conference control server of the initiator -
multicast address. Then they can join the group directly. Other
configuration information such as video/audio coding type, and
groupware type can be obtained also from the server.
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An Architecture for
Multimedia Connection Management

Eve M. Schooler
Multimegia Conferencing Project
USC! Information Sciences Institute
Marina del Rey, CA 90292

l. A Connection Management Architecture

o A framework for multiple participant, multiple media sessions

© Connection Manager (CM)
e Central component that orchestrates connections
o Layer below User Interfaces, but above Media Agents
e Avoids duplication of effort: participation and authentication
e Coordinates presentation of shared information

e Facilitiates inter-media and inter-site synchronization

o Conduit through which control Info flows (locally and remotely)

Coordinated Management of Separate Services

Connection
Control
Protocol

Il. The Connection Control Protocol (CCP)

o An application layer protocol used by connection managers

o Includes provisions for:
o Flexible group transaction services
e Robustness mechanisms for WAN operation
e Negotiation for heterogeneous site configurations
e Conference pre-arrangement
o Remote control capabilities

e Aninterface across which timing info may be passed

A Distributed, Peer-to-peer Model

o Peer connection managers reside throughout the Intemet

o Each acts as both client and server

o Conference orchestration entails:

o The initiator is designated leader for duration of setup
o Communication with peer CMs

e Communication with local agents

o Four-phase connection establishment procedure

1. Negotiate a common set of capabilities

2. Request others' participation

3. Initiate undertying voice, video and groupware data flows

4. Propagate info among peers, then revert to having no special status

Other CCP Attributes

n Others may be invited, join, or leave at any time after setup
o Disconnection of either party during 2 2-party call disconnects both
v Support for an extensible set of Ul and/or media agent operations
o Detection and correction of state mismatches
e Exchange of state info with every message
o Trigger active state queries

e Employ a resynchronization algorithm

o Resolution of connection collisions
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ill. Configuration Management

Dynamic Configuration Management of Shared Resources

o As the number of WAN teleconferencing sites scales up,
so does the likelihood for heterogeneity among them

Several mechanisms proposed to combat heterogeneity:

e Configuration language
e Distributed locator service

e Resource synthesizer

Connection Manager

¥4 Connection Control 3

%mnfigunuon Controlty

The Site Wide Operating Environment

What’s Missing?

o CCP is incomplete
e For Scalability one might forego:

- Distribution of state information

- Full communication among conferees
- Roving leader (initiator)

- Refiable mutticast

e Loose-style control
o Merge conference capabiiities

e Clean way to provide media asymmetries
e Interfaces with Ul and media agents

o A detailed configuration language

In My Opinion...

This effort is not mature enough for standardization

» Other architecture schemes MUST be examined

For More Information

o Multimedia Conferencing (MMC) documents available on-fine
® Anonymous FTP from venera.isi.edu in the /pub directory

n CCP-related papers:
o mmec-ccp—arch.ps (v1.0 s v1.1)

& mmc—-ccp-spec.ps (vi.1 ¢ v1.2)

v Other MMC papers:

e mmec-"
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2.1.1 Automated Internet Mailing List Services (list)
Charter

Chair(s):
David Lippke, 1ippke@utdallas.edu

Mailing Lists:
General Discussion: ietf-list-wg@utdallas.edu
To Subscribe: ietf-list-wg-request@utdallas.edu
Archive: pub/ietf-list-wg@ftp.utdallas.edu

Description of Working Group:

This Working Group will concern itself with “list servers”, i.e., advanced mail
exploders/reflectors which provide services such as automated subscription,
archive maintenance, and coordination with similar systems on the network.

The Group will initially focus its activities towards establishing a baseline user
interface. Although most current systems support a command set patterned
after Eric Thomas’ BITNET LISTSERV, there is wide variance in the options
supported and in the general patterns of interaction. This results in a great
deal of user confusion. The Working Group’s interface definition will address
this by establishing a set of commands, options, interactions, and procedures
which will (hopefully) be supported by all list servers as a subset of their full
repertoire.

As a part of the user interface work, the Group will also define an authentication
service for users’ list server transactions. Toward this end, and to address the
privacy issue, the Group will consult with the Security Area Advisory Group
(SAAG).

The second phase of the Group’s work will be to provide for the interconnection
and coordination of list servers. Experience with the BITNET LISTSERV has
shown that it is important for users be able to view the collection of list servers
on the network as an integrated whole. Ideally, users should only have to deal
with their local mailing list service—which knows where all public lists are,
what they are, and is able to act on the user’s behalf with respect to them.
Interconnecting list servers allows this “integrated user view” to be created
and also lets issues such as traffic minimization, timely distribution, and load
sharing to be more easily addressed. Consequently, the Working Group will
define the conceptual models, communication methods, and extensions to prior
work which are necessary to bring this interconnection and coordination about.

It is anticipated that further work on issues of authentication and privacy will
continue in parallel with the “integration” effort — perhaps manifesting itself
as a separate RFC which extends the user interface definition produced during
the first phase.
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Goals and Milestones:

Done Review the Group’s Charter and begin work on the user interface definition.

Nov 1991 Resolve outstanding issues with the user interface definition and prepare docu-
ment for IESG submission. Begin work to address the interconnection/coordination
issue.

Jan 1992 Submit user interface definition document to IESG as a Proposed Standard.

Mar 1992 Focus the interconnection/coordination work. Finalize and document settled
issues.

TBD Submit interconnection/coordination definition document to the IESG for pub-
lication as a Proposed Standard.
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2.1.2 Internet Mail Extensions (smtpext)

Charter

Chair(s):

John Klensin, klensin@infoods.mit.edu

Mailing Lists:
General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu
Archive: “ftp/pub/ietf-smtp-archive:dimacs.rutgers.edu

Description of Working Group:

The SMTP Extensions Working Group is chartered to develop extensions to
the base SMTP protocol (RFC821) to facilitate the more efficient transmission
of 8 bit text and binary data. Among the extensions to be considered to
SMTP are the elimination of the ASCII text character restriction and line
length restriction to allow the sending of arbitrary 8 bit character sets, and the
definition of mechanisms to facilitate binary transmission, and extensions to
the negotiation sequence to facilitate batch transmission.

Goals and Milestones:

Done

Done

Done

Done

Mar 1992
Mar 1992

Review the Charter of the Group. Determine if changes to SMTP are neces-
sary. Discuss the needs for backward compatability, and interoperability. This
discussion will be held by email.

Discuss the elimination of the 7 bit restrictions in SMTP, and the implications
of removing this restriction in terms of interoperation.

Discuss the issues involved with binary transmission. Determine whether a “bi-
nary” mode should be pursued, and whether the SMTP line length restriction
should be eliminated.

Write a document specifying the changes to SMTP agreed to by the Group.
Post as an Internet Draft.

Review and finalize the SMTP Extensions document.

Submit the SMTP Extensions document as a Proposed Standard.

Internet Drafts:

“SMTP Extensions for Transport of Enhanced Messages”, 07/10/1991, John
Klensin <draft-ietf-smtpext-8bittransport-06.txt>
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CURRENT MEETING REPORT

Reported by John Klensin/MIT
Minutes of the Internet Mail Extensions Working Group (SMTPEXT)

A copy of the working draft was published as an Internet Draft (draft-ietf-smtpext-8bittransport-
05.txt) at the end of June, following an earlier version published about a month earlier.
These two versions were of the character of “tying up the loose ends”, since most significant
issues had been resolved by the close of the San Diego meeting or in list discussion shortly
thereafter. There was no discussion on the list between the time that draft was announced
and the time of the Working Group meeting that would have implied protocol changes; the
limited discussion that did occur focused on explanatory and specificity improvements to
the document text.

The Working Group meeting itself consequently was brief and quite focused, resolving the
few remaining outstanding issues (about which there had been little disagreement and
substantially no discussion), and then agreeing to recommend that IESG recommend a
revised document as a Proposed Standard.

The Working Group session also generated some informal discussions that led to further
specific language in the document and some clarified features. A revised document version
was prepared after the meeting and made available to Working Group participants both at
the IETF and on the list, and comments on it resulted in some additional minor changes.
Specific Issues addressed and resolved included:

e Format and keywords for additional trace field information. After discussion of in-
teractions with MIME body parts, the conclusion was to leave the level of detail at
that specified prior to the San Diego meeting, relying on additional MIME head-
ers to document per-body-part transformations. In summary, the trace information
inserted by the transport in the message headers will document that a MIME trans-
formation occurred and the specific changes made to individual body parts should be
documented with those body parts. The Working Group strongly recommends that
syntax, semantics, and requirements for the per-body-part audit documentation be
added to MIME in the process of its going to draft standard.

¢ Some additional tracing keywords were added to permit documenting the cases in
which a transport agent or gateway performed a conversion to make an invalid message
or address form valid. Tracing these activities may make it possible to identify and
fix some of the historically-most-difficult problems with electronic mail.

¢ Agreement was reached on additional clarification of the relationship of EHLO to
commands and keywords not specified as part of either this enhanced protocol or
RFC821. In summary, “old” (RFC821-only) implementations are not expected to
support EHLO at all, nor are they retroactively bound by any of the specific provisions
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of the enhanced protocol (although they are strongly encouraged to start registering
keywords). Implementations that support the enhanced protocol and, hence, EHLO,
must return keywords for all of the non-experimental commands that they provide,
and all of those keywords must be registered. All experimental commands must start
in “X”; no keywords will be registered or otherwise specified that start in “X”.

¢ The requirement the EHLO return a LIMIT line (permitted message size information)
was reaffirmed and explicitly documented.

A new Internet Draft was submitted during the IETF meeting and has been published as
draft-ietf-smtpext-8bittransport-06.txt. The Working Group recommends that the content
of this draft be published as an RFC with “Proposed Standard” status.

This concludes the present phase of the Working Group’s work. Closing out the document
at this point defers action on several outline proposals, discussed in the San Diego Minutes
but never acted upon or proposed in any detail, for future efforts as the need arises.

Attendees

Robert Austein sra@epilogue.com

Mark Baushke mdbQcisco.com

Alan Clegg abcQ@concert.net

James Conklin jbc@bitnic.educom. edu
Ned Freed ned@innosoft.com

Tony Genovese genoveselnersc.gov

Paul Hill pbh@mit.edu

Todd Kaehler kaehler@zk3.dec.com
Neil Katin katinQeng.sun.com

John Klensin klensin@infoods.mit.edu
Jim Knowles jknowles@trident.arc.nasa.gov
Marjo Mercado marjoQcup.hp.com

Keith Moore mooreQcs.utk.edu

Hank Nussbacher hank@vm.tau.ac.il
Michael Patton map@lcs.mit.edu

John Payne jopQ@wang.com

Bradley Rhoades bdrhoades@mmc . mmmg . com
Richard Schmalgemeier rgs@merit.edu

Jane Smith jds@jazz.concert.net
Gregory Vaudreuil gvaudre@nri.reston.va.us

John Wagner jwagner@princeton.edu
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2.1.3 Internet Message Extensions (822ext)
Charter

Chair(s):
Gregory Vaudreuil, gvaudre@nri.reston.va.us

Mailing Lists:
General Discussion: ietf-822@dimacs.rutgers.edu

To Subscribe: ietf-822-request@dimacs.rutgers.edu
Archive:

Description of Working Group:

This Working Group is chartered to extend the RFC 822 Message format to
facilitate multi-media mail and alternate character sets. The Group is expected
to formulate a standard message format, roughly based on either RFC1154 or
RFC 1049. The immediate goals of this Group are to define a mechanism for
the standard interchange and interoperation of international character sets.

Goals and Milestones:

Done Review the Charter, and refine the Group’s focus. Decide whether this is a
worthwhile effort.
Done Discuss, debate, and choose a framework for the solution. Assign writing as-

signments, and identify issues to be resolved.

Done Review exiting writing, resolve outstanding issues, identify new work, and work
toward a complete document.

Done Post a first Internet Draft.
Done Review and finalize the draft document.
Done Submit the document as a Proposed Standard.

Internet Drafts:

“Japanese Character Encoding for Internet Messages”, 08/25/1992, Jun Murai,
Mark Crispin, Erik van der Poel <draft-ietf-822ext-is02022jp-01.txt>

Request For Comments:

RFC 1341 “MIME (Multipurpose Internet Mail Extensions): Mechanisms for Specifying
and Describing the Format of Internet Message Bodies”

RFC 1342 “Representation of Non-ASCII Text in Internet Message Headers”
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2.1.4 Network Database (netdata)

Charter

Chair(s):

Daisy Shen, daisy@watson.ibm.com

Mailing Lists:

General Discussion: ietf-ndbQucdavis.edu
To Subscribe: ietf-ndb-requestQucdavis.edu
Archive:

Description of Working Group:

The Network Database Working Group is chartered to define a standard inter-
face among databases on TCP/IP networks. The Working Group will address
the issue of database connectivity in a distributed environment which allows au-
thorized users remote access to databases. It will be designed as a client/server
model based on TCP/IP as its communication protocol.

Several problems must be resolved that are associated with the network database
protocol, such as management of multiple threads between clients and servers,
management of multiple servers, management of data buffers, data conversions,
and security.

Additional related problems will be covered as the discussion goes on. There-
fore, the description and the schedule can be revised.

This Working Group is independent from the SQL access group; however, there
may be some overlapping interest. The SQL access group is welcome to join
IETF’s discussions and share information in both directions. If both groups
find that merging two efforts into one will speed up the process, the merge can
be done in the future. For now, this Working Group works on issues according
to its own schedule and efforts.

Goals and Milestones:

Done

Done

Done

Done

65

Review and approve the Charter, making any changes necessary. Examine
needs, resources for this network database protocol and define the scope of

work. Begin work on a framework for

First draft to be completed.

Review first draft document, determine necessary revisions. Discuss problems

remained unsolved from the first IETF meeting.

Continue revisions based on comments received at meeting and e-mail. Start

making document an Internet Draft.
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Mar 1992 Review final draft. If it is OK, give it to IESG for publication as RFC.

Jun 1992 Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Internet Drafis:

“Network Database Protocol”, 06/26/1991, Daisy Shen <draft-ietf-netdata-
netdata-03.txt>

“Network Database Implementation Information Internet Draft”, 12/16/1991,
Daisy Shen <draft-ietf-netdata-implement-02.txt>
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CURRENT MEETING REPORT

Reported by Daisy Shen/IBM
Minutes of the Network Database Working Group (NETDATA)

The Netdata Working Group, Chaired by Daisy Shen met in Boston. The Working Group
met on Tuesday morning and Thursday afternoon. Both sessions were well attended. The
purpose of these sessions was to revise the current Internet Drafts and discuss other vendors’
efforts.

During the first session, Daisy Shen presented the first half of Netdata Internet Drafts in
details, and led the discussion on various issues that are related to the netdata drafts. Net-
data members made some changes on the drafts. Daisy Shen will revise the drafts according
to the suggestions. It will be reflected in the next version. Scott Newman presented a high
level view of the effort of SQL Access Group’s work.

During the second session, Daisy Shen finished presenting the drafts and did a demo which
was implemented according to the drafts. Both John Wagner and Hank Nussbacher volun-
teered to go over the current drafts and make them look more like Internet drafts. Members
have set a criteria for the protocol. They are

Standard SQL

Local & remote transparency
Security

Authentication

Data Compression
Specification Completeness
Integrity

Recovery

PN oE W

Due to the limited time during the meeting sessions, all members agreed to have discussion
over the netdata mailing list. The topics are:.

Unit of work.

Security for data.

Mapping.

Pros and cons of Netdata’s drafts and the SQL Access Group’s work.
What’s missing.

Standardize error messages.

Adapt the pros and put them together.

Any issue related to Network Database.

Join meetings between IETF and the SQL Access Group.
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Attendees

John Batzer

Joel Berson

Atul Garg

Russ Hobby
Scott Newman
Hank Nussbacher
Richard Schmalgemeier
Vincent Sgro
Daisy Shen
Henry Sinnreich
Chuck Townsend
John Vollbrecht
John Wagner
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berson@brake.enet.dec.com
agarg@synoptics.com
rdhobbyQucdavis.edu
newman@broke.enet.dec.com
hank@vm.tau.ac.il
rgs@merit.edu
sgro@cs.rutgers.edu
daisy@watson.ibm.com
hsinnreich@mcimail.com
townsendQctron.com
jrvlmerit.edu
jwagner@princeton.edu
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2.1.5 Network Fax (netfax)

Charter

Chair(s):

Mark Needleman, mhn@stubbs.ucop.edu

Mailing Lists:
General Discussion: netfax@stubbs.ucop.edu
To Subscribe: netfax-request@stubbs.ucop.edu
Archive: /pub/netfax@stubbs.ucop.edu

Description of Working Group:

The Network Fax Working Group is chartered to explore issues involved with
the transmission and receipt of facsimilies across TCP/IP networks and to de-
velop recommended standards for facsimile transmission across the Internet.
The Group is also intended to serve as a coordinating forum for people do-
ing experimentation in this area to attempt to maximize the possibility for
interoperability among network fax projects.

Among the issues that need to be resolved are what actual protocol(s) will be
used to do the actual data transmission between hosts, architectural models for
the integration of fax machines into the existing internet, what types of data
encoding should be supported, how IP host address to phone number conversion
should be done and associated issues of routing, and development of a gateway
system that will allow existing Group 3 and Group 4 fax machines to operate
in a network environment.

It is expected that the output of the Working Group will be one or more RFC’s
documenting recommended solutions to the above questions and possibly also
describing some actual implementations. The life of the Working Group is
expected to be 18-24 months.

It is also hoped that some fax vendors, as well as the networking community
and fax gateway developers, will be brought into the effort.

Goals and Milestones:

Done

Done

Done

Review and approve Charter making any changes deemed necessary. Refine
definition of scope of work to be accomplished and initial set of RFC’s to be
developed. Begin working on

Continue work on definition of issues and protocols. Work to be conducted on
mailing list.

First draft of RFC to be completed. To be discussed at IETF meeting and
revised as necessary.
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Done Continue revisions based on comments received and submit to IESG for publi-
cation as RFC.

Mar 1992 Overlapping with activities listed above may be implementations based on ideas
and work done by the Working Group. If so revise RFC to include knowledge
gained from such implementations.

Request For Comments:

RFC 1314 “A File Format for the Exchange of Images in the Internet”
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2.1.6 Network News Transport Protocol (nntp)
Charter

Chair(s):
Eliot Lear, lear@sgi.com

Mailing Lists:
General Discussion: ietf-nntp@turbo.bio.net

To Subscribe: ietf-nntp-request@turbo.bio.net
Archive:

Description of Working Group:

This Group will study and review the issues involved with netnews transport
over the Internet. Originally released as an RFC in February of 1986, NNTP
is one of the widest implementations of an elective status protocol. As of this
writing, the protocol has just passed its fifth birthday, not having been updated
once.

Over the years several enhancements have been suggested, and several have
even been implemented widely. The intent of this Working Group will be to
encode the more popular and plausible enhancements into an Internet standard.
Included in the initial list of changes to be considered are the following:

(1) User level and site designated authentication methods; (2) Binary trans-
fer capability; (3) Minimization of line turnaround; and (4) Stronger article
selection capability.

It is expected that public domain software will be released concurrently with
an RFC, demonstrating the protocol enhancements.

Goals and Milestones:

Done Define scope of work.

Done Submit Internet Draft for review and comment.
Done Possibly meet at USENIX for further comment.
Done Meet at IETF for further comment.

Aug 1991 Submit RFC to IESG.

Internet Drafts:

“Network News Transfer Protocol Version 2: A Protocol for the Stream-Based
Transmission of News”, 09/30/1991, Eliot Lear <draft-ietf-nntp-news-00.txt,
ps>
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2.1.7 Network Printing Protocol (npp)

Charter

Chair(s):
Glenn Trewitt, trewitt@pa.dec.com

Mailing Lists:
General Discussion: print-wg@pa.dec.com
To Subscribe: print-wg-request@pa.dec.com
Archive:

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those issues
which will facilitate the use of printers in an internetworking environment. In
pursuit of this goal it is expected that we will present one or more printing
protocols to be considered as standards in the Internet community.

This Working Group has a number of specific objectives. To provide a draft
RFC which will describe the LPR protocol. To describe printing specific is-
sues on topics currently under discussion within other Working Groups (e.g.,
Security and Dynamic Host Configuration), to present our concerns to those
Working Groups, and to examine printing protocols which exist or are cur-
rently under development and assess their applicability to Internet-wide use,
suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the Charter, making any changes deemed necessary. Re-
view the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range printing
issues in the Internet. Review status of Palladium print system at Project
Athena.

Done Submit final LPR specification including changes suggested at the May IETF.

Discuss document on mailing list.
Done Submit LPR specification as an RFC and standard.
Jul 1990  Write description of the Palladium printing protocol (2.0) in RFC format.
Aug 1990 Discuss and review the draft Palladium RFC.
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2.1.8 TELNET (telnet)

Charter

Chair(s):

Steve Alexander, steveaQi88.isc.com

Mailing Lists:

General Discussion: telnet-ietf@cray.com
To Subscribe: telnet-ietf-request@cray.com
Archive:

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol Spec-
ification”, in light of the last six years of technical advancements, and will
determine if it is still accurate with how the TELNET protocol is being used
today. This Group will also look at all the TELNET options, and decide which
are still germane to current day implementations of the TELNET protocol.

(1) Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.

(2) Create RFCs for new TELNET options to clarify or fill in any missing voids
in the current option set. Specifically:

- Environment variable passing - Authentication - Encryption - Compression

(3) Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones:

Done

Write an environment option

Dec 1990 Write an authentication option

Dec 1990 Write an encryption option

Mar 1991 Rewrite RFC 854

Internet Drafts:

“Telnet Data Encryption Option”,04/01/1990, Dave Borman <draft-ietf-telnet-
encryption-01.txt>

“Telnet Data Compression Option”, 04/30/1990, Dave Borman <draft-ietf-
telnet-compression-00.txt>
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“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-jetf-telnet-
authentication-04.txt>

“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-ietf-telnet-
authentication-04.txt>

“Telnet Environment Option”, 03/03/1992, D. Borman <draft-ietf-telnet-environment-
03.txt>

“Telnet Authentication: Kerberos Version 4”7, 03/03/1992, D. Borman <draft-
ietf-telnet-authker-v4-01.txt>

“Telnet Authentication: Kerberos Version 57, 03/03/1992, D. Borman <draft-
ietf-telnet-authker-v5-00.txt>

“Telnet Authentication : SPX”, 07/09/1992, Kannan Alagappan <draft-ietf-
telnet-authspx-00.txt>

Request For Comments:

RFC 1116 “Telnet Linemode option”
RFC 1184 “Telnet Linemode Option”
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CURRENT MEETING REPORT

Reported by Steve Alexander/INTERACTIVE Systems
Minutes of the TELNET Working Group (TELNET)

The Telnet Working Group met on July 14th in Cambridge. The primary topic of discussion
was (once again) encryption. A compromise position was reached in which the following
will occur:

We will move forward with folding encryption into the authentication option
as discussed in San Diego. This document will be put forth as a Proposed
Standard. The older encryption document will be put forth as an Experimental
RFC when the newer one is available. The older one is not felt to be secure in
the face of active attacks, and therefore should not be “blessed.”

In other business, the Group will recommend that Environment Option be put forth as a
Proposed Standard, and that Authentication Option, Kerberos IV Authentication Subop-
tion, and SPX Authentication Suboption be put out as Experimental RFCs. The Kerberos
V Authentication Suboption is still being revised by Ted Ts’o, and will also be put out as
an Experimental RFC when done.

Attendees

Steve Alexander
Robert Austein
Mark Baushke
David Borman
Geetha Brown
Michael DeAddio
Peter DiCamillo
Roger Fajman
Robert Gilligan
Neil Haller

John Linn

Kent Malave
Marjo Mercado
Clifford Neuman
Jeffrey Schiller
Jeremy Siegel
Rajesh Srivastava
Theodore Ts’o

steveaQi88.isc.com
sra@epilogue.com
mdb@cisco.com
dabQcray.com
geetha@decvax.dec.com
deaddioQthumper.bellcore.com
Peter_DiCamillo@brown.edu
raf@cu.nih.gov
Bob.Gilligan@eng.sun.com
nmh@thumper .bellcore.com
linnQerlang.enet.dec.com
kentQ@chang.austin.ibm.com
marjoQcup.hp.com
becnQisi.edu

jis@mit.edu
jzs@nsd.3com.com

tytso@mit.edu
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2.2 Internet Area

Director(s):

e Philip Almquist: almquist@jessica.stanford.edu
e Noel Chiappa: jnc@ptt.lcs.mit.edu

Area Summary reported by Greg Vaudreuil/CNRI

Below are summaries of the Internet Area Working Groups which have made notable
progress since the last IETF meeting in San Diego.

Dynamic Host Configuration Working Group (DHC)

The Dynamic Host Configuration Working Group did not meet this week. They are essen-
tially finished with their work and are expected to submit a set of documents to the IESG
in the next few weeks.

IP over Asynchronous Transfer Mode Working Group (ATM)

Things are really interesting as the IP over ATM Working Group debates the various pro-
posals doing multi-protocol networking over ATM. It is not clear what the better proposals
are and the Working Group is hard at work trying to make progress.

Point to Point Protocol Extensions Working Group (PPPEXT)

The PPP Extensions Working Group made a new IETF record for the most productive
session. Because of good attendance, several long-standing log jams were broken and sev-
eral documentes are expected. They discussed and made progress on data compression,
checksum negotiations, and authentication.
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2.2.1 Dynamic Host Configuration (dhc)

Charter

Chair(s):

Ralph Droms, droms@bucknell.edu

Mailing Lists:

General Discussion: host-conf@sol.bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu
Archive: sol.bucknell.edu:dhcwg

Description of Working Group:

The purpose of this Working Group is the investigation of network configura-
tion and reconfiguration management. We will determine those configuration
functions that can be automated, such as Internet address assignment, gate-
way discovery and resource location, and those which cannot be automated
(i.e., those that must be managed by network administrators).

Goals and Milestones:

Done

Done

Done

Done

TBD

81

We will identify (in the spirit of the Gateway Requirements and Host Require-
ments RFCs) the information required for hosts and gateways to: Exchange
Internet packets with other hosts, Obtain packet ro

We will summarize those mechanisms already in place for managing the infor-
mation identified by Objective 1.

We will suggest new mechanisms to manage the information identified by Ob-
Jjective 1.

Having established what information and mechanisms are required for host
operation, we will examine specific scenarios of dynamic host configuration and

reconfiguration, and show how those scenarios c

Write a bootp extensions document.

Internet Drafts:

“Clarifications and Extensions for the Bootstrap Protocol”, 05/03/1991, Walt
Wimer <draft-ietf-dhc-bootp-01.txt>

“Dynamic Host Configuration Protocol”, 07/09/1991, R. Droms <draft-ietf-
dhc-protocol-04.txt, .ps>

“DHCP Options”, 06/30/1992, R. Droms <draft-ietf-dhc-options-01.txt>

“Interoperation Between DHCP and BOOTP”, 06/30/1992, R. Droms <draft-
ietf-dhc-between-bootp-01.txt>
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2.2.2 IP over AppleTalk (appleip)
Charter

Chair(s):
John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: apple-ipQapple.com
To Subscribe: apple-ip-request@apple.com
Archive:

Description of Working Group:

The Macintosh Working Group is chartered to facilitate the connection of Apple
Macintoshes to IP internets and to address the issues of distributing AppleTalk
services in an IP internet.

Goals and Milestones:

Done Describe, in an RFC, the current set of protocols used to connect Macintoshes
to IP internets.

Done Define a MIB for the management of DDP /IP gateways.

Internet Drafts:

“The Transmission of Internet Packets Over AppleTalk Networks”, 03/08/1991,
John Veizades <draft-ietf-appleip-MacIP-01.txt>

Request For Comments:

RFC 1243 “AppleTalk Management Information Base”
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CURRENT MEETING REPORT

Reported by John Veizades/Apple
Minutes of the IP over AppleTalk Working Group (APPLEIP)

A proposal was made to limit the discussion to only old items, new business should be
brought up either in future BOFs or when a specific Working Group is formed to discuss
the issue.

MacIP

e Status and comments on the Evans-Ranch Document.

¢ Could the Thursby DecNET model be used for MacIP-2?

¢ Specific protocol description without any implementation details.
¢ Implementation hints should be in the appendix of the document.
¢ Goal for MacIP 2 to make customers happy.

¢ Is there a desire or need to do anything more than document the current working
model?

e Time line for completion of this effort Proposed Standard by November IETF to the
Working Group Chair.

IP over Localtalk

IP over the localtalk Chris Ranch (Novell) wants to experiment with it.

General AppleTalk MIB

e Discussion of DDP forwarding table and an understanding of the next hop gateway.
e Add Diffs to RFC 1243.

AFP

¢ Little to say.
e Posted to pacer ftp in the next few weeks with differences from the previous specifi-
cation.
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MacIP MIB

Presented and will be published to the list for comments.

SNMP

Status of SNMP over DDP

¢ Being discussed in the Multiprotocol SNMP Group.
¢ Going to Proposed Standard.

AURP

Status of implementations.

Document to be published as an informational RFC.

Added Device hiding, ZIP storm, Backup paths, etc.

Implementation notes to be added to document.

Roll out at WWDC, InterOp DC, MacTivity, InterOp SF.

Shiva, Novell, Cayman and Apple are interoperating.

Contact Craig Brenner or Alan O at Apple to interoperate at InterOp SF.

PPP

o Really close to being a 100 percent done to be proposed as a Standard.
o Interoperability ?? Cayman has some of this done.

Greg Burell and Routers

Codification of the bringing up of a router.

AppleTalk Routing Issues

What’s next? Apple wants to come up with an advance routing protocol (local). Should
have scalability, load balancing, type of service routing, no hop count limit, multicast rout-
ing. Link state vs. distance vector? Based on a Standard with a transition strategy. Apple
will work independently, with Standards groups and with individual organizations. No
commitment to use what comes out of the Standards Group.

Working Group Status- Greg Minshall

¢ NO forum for the discussion of AppleTalk issues in a public forum.

e How does Apple fit into this structure. How does the IETT fit into this.

e We have a Group of Working Groups that could take over this work. Have to present
this to the IESG.
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Charters and presentation to the IESG by November IETF

e NO decision making apparatus.
e Need to meet with Phill Gross and Vint Cerf.

Noel and AppleTalk in the IETF

o History of the AppleTalk proposed at the Santa Fe IETF and was discussed with
Apple.

o Where is AppleTalk going in the long run... Do we always maintain a completely
separate protocol stack?

e Proposed to Vint - do we move to a common layer three or even four?

¢ There must be a statement of where AppleTalk is going in the long run to get buy in
from the IESG.

¢ Protocols that relate closely to the IETF sphere of protocols then the protocol can
fall under the IETF-AppleTalk and IS to IS falls far a field of this.

Attendees

Atul Bansal
James Beers

Rich Brown
Gregory Bruell
Philip Budne
Cyrus Chow

Tim Cleveland
Peter DiCamillo
Karen Frisa

Bob Jeckell
Miriam Kadansky
Hock-Koon Lim
Joshua Littlefield
Greg Merrell

Beth Miaoulis
Greg Minshall
Alan Oppenheimer
J. Bradford Parker
Christopher Ranch
Tom Reuther
Mike Ritter

bansal@wile.enet.dec.com
beers@nr-tech.cit.cornell.edu
Richard.E.Brown@Dartmouth.edu
goblwellfleet.com
phil@shiva.com
cchow@orion.arc.nasa.gov
tacQlkg.dec.com
Peter_DiCamillo@brown.edu
karen.frisa®andrew.cmu.edu
rrj@3com.com
mckadanskyQeng.xyplex.com
lim@po.cwru.edu
josh@cayman.com
merrell@caldec.enet.dec.com
bethQ@cayman.com
minshall@wc.novell.com

oppenheimei@applelink.apple.com

bradQcayman.com
cranch@novell.com
reuther@nac.dec.com
mwritter@applelink.apple.com
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peernet!timonQuunet.uu.net
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2.2.3 IP over Asynchronous Transfer Mode (atm)
Charter

Chair(s):
Robert Hinden, hinden@eng.sun.com

Mailing Lists:
General Discussion: atm@bbn.com
To Subscribe: atm-request@bbn.com
Archive: Send message to atm-request@bbn.com

Description of Working Group:

The IP over ATM Working Group will focus on the issues involved in running
internetworking protocols over Asynchronous Transfer Mode (ATM) networks.
The final goal for the Working Group is to produce standards for the TCP /IP
protocol suite and recommendations which could be used by other internet-
working protocol standards (e.g., ISO CLNP and IEEE 802.2 Bridging).

The Working Group will initially develop experimental protocols for encapsu-
lation, multicasting, addressing, address resolution, call set up, and network
management to allow the operation of internetwork protocols over an ATM
network. The Working Group may later submit these protocols for standard-
ization.

The Working Group will not develop physical layer standards for ATM. These
are well covered in other standard groups and do not need to be addressed in
this Group.

The Working Group will develop models of ATM internetworking architectures.
This will be used to guide the development of specific IP over ATM protocols.

The Working Group will also develop and maintain.a list of technical unknowns
that relate to internetworking over ATM. These will be used to direct future
work of the Working Group or be submitted to other standard or research
groups as appropriate.

The Working Group will coordinate its work with other relevant standards bod-
ies (e.g., ANSI T1S1.5) to insure that it does not duplicate their work and that
its work meshes well with other activities in this area. The Working Group will
select among ATM protocol options (e.g., selection of an adaptation layer pro-
tocol) and make recommendations to the ATM standards bodies regarding the
requirements for internetworking over ATM where the current ATM standards
do not meet the needs of internetworking.

Goals and Milestones:

Done First Meeting. Establish detailed goals and milestones for Working Group.
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Done Circulate drafts of IP over ATM Specifications.

Mar 1992 Review approaches to running IP over ATM.

Internet Drafts:

“Multiprotocol Interconnect over ATM Adaptation Layer 57, 06/12/1992, Juha
Heinanen <draft-ietf-atm-multipro-02.txt>
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CURRENT MEETING REPORT

Reported by Bob Hinden/Sun

Minutes of the IP over Asynchronous Transfer Mode Working Group (ATM)
Agenda

Review Agenda.

Discussion of “Multiprotocol Interconnect over ATM” Internet Draft.

Status of other ATM Groups.

MAC Layer Proposal by John Burnett.

Presentation on “Network Layer Architecture for ATM Networks” by Fong Liaw, Sun.

The first half of the meeting was spent discussing the “Multiprotocol Interconnect over
ATM?” Internet Draft written by Juha Heinanen. The document describes three approaches
to encapsulating datagrams in ATM. These can be divided into two classes: Vitual Circuit
(VT) Based Encapsulation, and Multiplexing Encapsulation.

There is general agreement on the VC Based encapsulation method. In this approach, one
protocol per VC, the VC identifier is used to identify the protocol being carried.

The two approaches proposed for the multiplexing are roughly equivalent. They differ in
the manner used to identify the protocols being encapsulated. One uses NLPID (from
Frame Relay) and the other uses LLC’s (from 802.x LAN). The Group was not able to
agree on which was preferred. There was some agreement that it would be better to select
only one and that it was not good for uses of ATM to have to choose between the two,
but no consensus was reached. The Group agreed to change the name of the document to
“Multiprotocol Interconnect over ATM using AAL5” because it better describes the method
chosen to do the encapsulation. A separate document may be written that describes doing
encapsulation using other ATM adaptation layer protocols.

Dan Grossman gave a presentation on the recent CCITT meeting. He reported that the
differences between AAL3 and AAL4 have been resolved. The have been merged to from
AAL3/4. AALS specification has been completed and all major technical issues have been
resolved.

Doug Hunt gave a presentation on the status of the ATM Forum. The forum completed
its first major Document “UNI Specification”. They have begun working on signaling for
switched VC’s and traffic management.

Fong Liaw gave a presentation titled “Network layer Architecture for ATM Networks”. It
addressed issues which have not been resolved in private ATM network architectures. The
topics included addressing, routing, multicast, signaling and connection management, and
connection-less services.
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« VC Based Encapsulation
- One Protocol per VC

< Multiplexing Approaches
- NLPID Approach
LLC Approach

No Agreement on Multipiexing Approaches

Desire to be compatible with Divergent Networking
Technologies

Support Various forms of Bridging (a.k.a. Interworking)
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/- IP/ATM

AGENDA FOR WEEK

Juiy 13,1992 ﬂ

Discussion of Multiprotocol Interconnect over ATM
Internet Draft, Juha Heinancen

+  Monday
Review Agenda

Tuesday
Continuation of Monday Discussion
Status of other ATM Groups

«  Wednesday

Network Layer Architecture for ATM Networks
Presentation, F. Liaw, Sun

Discussion
\ Sun /
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24th Meeting
Internet Engineering Taskforce

IP over ATM Working Group

Standards Status

Dan Grossman

Motorola Codex
20 Cabot Blvd, WS C2-15
Mansfield, MA 02048

dan@merlin.dev.cdx.mot.com

1992 CCITT Recommendations

1.113 Vocabulary of terms for brosdband aspecls 1.362 B-ISON ATM Adaption Layer (AAL) Functiona!
of ISON Description

1.121 Broadband Aspects of ISON 1.363 B-ISON ATM Acaption Layer (AAL)

1.150 B-ISON Asynchronous Transter Mode Specitication

Functionsl Characteristics
1.211 B-ISDN Service Aspects Service on B-ISON
1.311 B-ISON General Network Aspects 1.371 Trattic control and Congestion Control in
1.321 B-ISDN Protocol reference model and its B-ISON

applications 1.414 B-ISON User-network Interface
1.327 B-1SON Functional architecture 1432 B-1SON UNI - Physicsl Layer Specification
1.361 B-ISON ATM Layer Specification 1.610 B-ISON Operation anc Maintenencs Principles

and Functions

1.364 Support of Broadband Connectlonless Data

AAL Related Issues (1.362, 1.363. 1.364)

« All substantive differences between AAL3 and AAL4
protocols resolved; merged to form AAL3/4

- AALS specification drafted and attached to meeting report;
new §6/1/363 added, with content ‘currently being studies’
(signal to industry)

« all but one substantive technical issue in AALS5 resolved;
remaining point tenuous

« selection of an AAL for signalling (3/4 or 5) deferred

« text for Service Specific Convergence Sublayer drafted

2 cooen

AAL Related Issues (1.362, 1.363. 1.364)
(cont.)

- 1.364 (ex-l.cls) approved; aligned with 802.6 and SMDS,
but several items FFS (carrier selection, QoS selection,
encoding of QoS field, subaddress field, use of header
extension, use of CRC-32 field by network)

« AAL 1 approved

ATM Layer issues (1.150, 1.361)

- Closure on bidirectional VPI/VCi assignment
« Point-to-point signalling virtual channel assigned

- Standoff continues on GFC (DQDB based vs Orwel! Ring
based)

- Discussion of performance of ATM in errored environment

Traffic Management (1.371)

+1.371 approved for plenary Assembly

- Definition of peak cell rate - inverse of minimum intercell
time + CDV tolerance

- source traffic descriptors for high and low priority traffic
apply to CLP = 0 and ((CLP = 0) + (CLP = 1) traffic, respectivel

- agreements on treatment of virtual path connections

- definition of traffic shaping broadened
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Network Layer Architecture for
ATM Networks

Sun Microsystems
July 15,1992

Addressing

+ Need addressing scheme to route packets or connections

i
iProblem
|

through ATM networks
{Network Layer Address is Appropriate

+ No need for link layer address
i

|
|
|
!

i

Addressing (cont.)

Multiple protocol ATM Switches/Routers
« Functionality
» Similar to today’s multi-protocol routers
+  Accept multiple addressing schemes
+ Choose a route through the network
+ Determine network topology
« Establish ATM VC connections
+ Advantages
+ No address translation
No need to determine direct ATM reachability
Transparent to non-ATM networks
Supporting advanced network functionality
Code reuse

97

Overview

+  Muiltiple Protocol Network Addressing
« Datagram Overlay Network

+ Standard Dynamic Topology Discovery Protocol

!

i
'

i'New Addressing is unnecessary and inconvenient

+ More administrative overhead

+ Already exits good network addressing schemes
+ Need address translation

+ Direct ATM reachability

Exampie of ATM Address Translation (Resolution)

i

1
|
i
1
i
|
|
1
!
|
t

Public Network Compatibility

Problem

*  Exclusive E.164 address in public network

{ Implementation

+ In the Local, application’s IP in called address, and null
sub-address

*  In the public, “exit” point E.164 in the called address, and
application’s IP in the sub-address

+  Subaddress uses NSAP format




Public Network Compatibility (cont.)

E.164+1P

[P orE.164

Datagram Overlay Network

We need both datagram and connections !
+ Provides more flexibility
»  Satisfy most application’s needs

Why datagram services ?

+  Server location

+ Keep-alive packets.

< Single request-response applications

Why connections ?

+ Intermediate node pkt reassemble increases delay
+ Real-time applications need low delay

» Large volume traffic such as FTP

Datagram Overlay Network (cont.)

+ Datagram needs to find “next hop” to forward packets
« Connection needs to find “next hop" to route connections
+  Share the same routing table

! 1P Overlay Call Setup
| ( Rouling‘) @
CC
P Q938
AAL Q921
AAL
ATM ATM
L~
10 next switch 10 next switch

Datagram Overlay Network (cont.)

Examples

Pure datagram .
+ BOOTP, ICMP, ...

Pure connection
* Video, Audio,...

Datagram Overlay Network (cont.)

Fast Setup
+ Send Data before the setup confirmation
-+ Requires switches to buffer the cells
1 «  Lost/Corrupted signaling cells cause black hole
| An alternative, while you wait, use datagram
+ Send to datagram overlay network before the setup
confirmation
- Send data to the connection after the setup confirmation

i Heuristic setup (traffic monitoring)

Send to datagram overlay network
Set up connection when load warrants the connection

i .

‘ .

S

=

Switch to Switch Interface
Why ?

«  Multi-vendor switching fabric
« Plug in and play

Switch-to-Switch Interface

+ Standard Connection management protocol
< Standard dynamic topology discovery protocol
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Switch to switch interface (cont.)

1Why dynamic topology discovery protocol ?
i+ Need to route around failure in real-time
- End system mobility

A-RT/SW : ATM Router/Switch

A-RT : ATM Router

99

: Why standard protocol ?

+ The only way to achieve efficient routing in multiple
multivendor ATM LAN environment

‘Which protocol ?
- OSPF/IS-IS,and soon ...

Summary
* ATM network as an optimized packet switched network
= Switch as an optimized multi-protocol router
»  VC as a cached route

+  Datagram overlay network as an implementation
convinience of connection establishment

+ Standard dynamic topology discovery protocol as a vehicle
to efficient (inter-) networking of ATM LANs.

|
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2.2.4 IP over FDDI (fddi)
Charter

Chair(s):
Dave Katz, dkatz@cisco.com

Mailing Lists:
General Discussion: FDDI@merit.edu
To Subscribe: FDDI-request@merit.edu
Archive:

Description of Working Group:

The IP over FDDI Working Group is chartered to create Internet Standards for
the use of the Internet Protocol and related protocols on the Fiber Distributed
Data Interface (FDDI) medium. This protocol will provide support for the wide
variety of FDDI configurations (e.g., dual MAC stations) in such a way as to
not constrain their application, while maintaining the architectural philosophy
of the Internet protocol suite. The Group will maintain liaison with other
interested parties (e.g., ANSI ASC X3T9.5) to ensure technical alignment with
other standards. This Group is specifically not chartered to provide solutions
to mixed media bridging problems.

Goals and Milestones:

Done Write a document specifying the use of IP on a single MAC FDDI station.
Aug 1990 Write a document specifying the use of IP on dual MAC FDDI stations.

Internet Drafts:

“Transmission of IP and ARP over FDDI Networks”, 09/14/1992, D. Katz
<draft-ietf-fddi-ipoverfddi-00.txt>

Request For Comments:

RFC 1188 “A Proposed Standard for the Transmission of IP Datagrams over FDDI Net-

works”
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2.2.5 Multi-Media Bridging (mmb)

Charter

Chair(s):
Jeffrey Fitzgerald, jjf@fibercom.com

Mailing Lists:
General Discussion: mmbwg@fibercom.com

To Subscribe: mmbwg-request@fibercom.com
Archive:

Description of Working Group:

The Multi-Media Bridge Working Group has the task of addressing the function
of multi-media bridges within TCP/IP networks. This is viewed as necessary
at this time because of the proliferation of these devices.

The first goal of the Group is to document the multi-media bridge technology
and point out the issues raised by having these devices in a TCP/IP internet.
If there are problems which can be addressed the Group will work towards
resolving them and documenting the solutions.

Goals and Milestones:
Done Finalize Charter of Group.

Aug 1991 Document mulit-media bridging technology and its affect on TCP/IP Internets.

Aug 1991 Document issues to be addressed by Working Group.
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2.2.6 Point-to-Point Protocol Extensions (pppext)

Charter

Chair(s):
Brian Lloyd, brian@lloyd.com

Mailing Lists:
General Discussion: ietf-pppQucdavis.edu

To Subscribe: ietf-ppp-request@ucdavis.edu
Archive:

Description of Working Group:

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple proto-
cols. IP was the only network layer protocol defined in the original documents.
The Working Group is defining the use of other network level protocols and
options for PPP. The Group will define the use of protocols including: bridg-
ing, ISO, DECNET (Phase IV and V), XNS, and others. In addition it will
define new PPP options for the existing protocol definitions, such as stronger
authentication and encryption methods.

Goals and Milestones:
None specified

Internet Drafts:

“The PPP DECnet Phase IV Control Protocol (DNCP)”, 06/04/1991, Steven
Senum <draft-ietf-pppext-decnet-03.txt>

“The PPP AppleTalk Control Protocol (ATCP))”, 07/08/1991, Brad Parker
<draft-ietf-pppext-appletalk-03.txt>

“The PPP OSI Network Layer Control Protocol (OSINLCP)”, 07/25/1991, D.
Katz <draft-ietf-pppext-osinlcp-02.txt>

“PPP Authentication Protocols”,07/25/1991, B. Lloyd, W.A. Simpson <draft-
ietf-pppext-authentication-06.txt>

“IPX PPP Internetwork Packet Exchange Control Protocol [[PXCP]”,06/10/1992,
Michael Allen <draft-ietf-pppext-ipxcp-01.txt>

“The Definitions of Managed Objects for the IP Network Control Protocol
of the Point-to-Point Protocol”, 06/22/1992, Frank Kastenholz <draft-ietf-
pppext-ipcpmib-01.txt>

“The Definitions of Managed Objects for the Link Control Protocol of the
Point-to-Point Protocol”, 06/22/1992, Frank Kastenholz <draft-ietf-pppext-
lcpmib-01.txt>
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“The Definitions of Managed Objects for the Security Protocols of the Point-
to-Point Protocol”, 06/22/1992, Frank Kastenholz <draft-ietf-pppext-secmib-
01.txt>

“The Definitions of Managed Objects for the Bridge Network Control Protocol
of the Point-to-Point Protocol”, 06/22/1992, Frank Kastenholz

<draft-ietf-pppext-bridgemib-01.txt>
Request For Comments:

RFC 1220 “Point-to-Point Protocol Extensions for Bridging”

RFC 1331 “The Point-to-Point Protocol (PPP) for the Transmission of Multi-protocol
Datagrams over Point-to-Point Links”

RFC 1332 “The PPP Internet Protocol Control Protocol (IPCP)”
RFC 1333 “PPP Link Quality Monitoring”
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CURRENT MEETING REPORT

Reported by Constance Fleenor Lloyd/Lloyd and Associates
Minutes of the Point-to-Point Protocol Extensions Working Group (PPPEXT)

Brian Lloyd opened the meeting stating that there is a small problem with with proceeding
with RFC 1334 (Authentication) that he hoped to clear up this week in a meeting he had
scheduled with Steve Kent of the IAB.

General

Collectively, RFCs 1331, 1332, 1333, and 1334 will completely replace RFCs 1171, and 1172.

Document Status

Appletalk, and OSI documents are currently at last call. Copies of the Appletalk document
can be obtained from Brad Parker.

A show of hands was requested for how many are building routers. About twelve hands
were raised, and a second show of hands indicated about nine were planning on CLNP. It
was stated that these people need to read the document <draft-ietf-pppext-osinlcp-02.txt>.

TELEBIT PPP-a-thon

Mark Lewis reviewed the results of the PPP-a-thon, in which ten vendors made their various
PPP options interoperate. Vendors mapped protocols to media, and implementations.

Work done at the PPP-a-thon resulted in an update to RFC 1220; clarifying negotiation
of all mac types. The wording in RFC 1220 is not clear on results of mac negotiations.
The proposal is to yank mac type, and LAN type from 1220, and add option to state mac
address to the RFC. Fred Baker, the author of RFC 1220, is going to make the changes to
the RFCs.

Another PPP-a-thon is planned for the week prior to Fall INTEROP ’92. This will also
serve as a hot stage for the INTEROP PPP demo/solutions showcase which is planned if
Brian Lloyd can get confirmation from at least 15 vendors for participation. It is hoped
that some new implementations will be available for this week.

INTEROP PPP Solutions Showcase Demo

If enough vendors sign for participation there will be a PPP demo at INTEROP. Charge
for participation in the INTEROP PPP demo will be $4,000. Brian Lloyd feels that a
centralized demonstration is best, rather than the distributed demo of 1990. The demo
booth should be as self-contained as possible. All possible aspects of PPP would be part of
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the demo; dial-up, and leased-line asynchronous; synchronous 56K to T3; switched services
including dial-in ISDN, and switched 56; etc.

Enough participants present at the meeting confirmed interest in the INTEROP demo to
provide the required 15 vendors.

LAPB, and Compression
Fred Baker led discussion on the subject of LAPB, and compression;

There was lively discussion on using more than one compression algorithm concurrently;
and if so should one NCP identifier be used, or subprotocol identifiers.

Note: The issues were later addressed in BOFs, resulting in consensus on a complete com-
pression configuration protocol. Fred Baker is writing a draft document that describes the
compression mechanisms and negotiations.

IPX

Chris Ranch, from Novell, led discussion on IPX over PPP. Novell is publishing an in-
formation RFC on IPXWAN; available via ftp novell.com. IPXWAN will be essential for
interoperability with Netware.

They will work on IPXCP options for a paper that will obsolete IPXWAN in the future.

Twelve people raised their hands when Chris asked who is doing IPXWAN with PPP.

A small group consisting of Mark Lewis, Bill Simpson, Brian Lloyd, Glenn McGregor,
and Chris Ranch met with Marty DelVechio at Shiva in a BOF to discuss Bill Simpson’s
document that attempts to converge the Shiva and Novell NCP documents. Bill Simpson
will modify his convergence document based on the results of the discussions at the BOF
and repost it.

DECNET

Craig Fox led discussion on the DECNET draft. He made some changes to the explanatory
passages in the draft, removed a section, and moved a section of text. The text was posted
as a new draft the next day.

116/32 Bit FCS

Tony Lauck said that DEC, in compliance with standards policy, will charge a “reasonable”
fee to use for DEC’s 48 bit FCS. Numbers on the order of $1,000 or more were bandied
about by Mr. Lauck. This was not well received by the Group. The general consensus is
to seek a different mechanism to negotiate 16/32 bit FCS. Both Craig Fox and Karl Fox
suggested mechanisms based on sending two initial configuration requests using both 16
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and 32 bit FCS. A new document that does not make use of any of the DEC mechanisms
is likely.

MIBs

Frank Kastenholz described how the single large MIB document had been divided into
separate MIB documents to match with the existing LCP, NCP, LQM, and authentica-
tion documents. He asked if there were any ob jections to submitting MIBs for Proposed

Standard. There were no significant ob jections.
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2.2.7 Router Requirements (rreq)

Charter

Chair(s):

Philip Almquist, almquist@jessica.stanford.edu

Mailing Lists:

General Discussion: ietf-rreq@Jessica.Stanford.edu
To Subscribe: ietf-rreq-request@Jessica.Stanford.edu
Archive:

Description of Working Group:

The Router Requirements Working Group has the goal of rewriting the existing
Router Requirements RFC, RFC-1009, and a) bringing it up to the organiza-
tional and requirement explicitness levels of the Host Requirements RFC’s, as
well as b) including references to more recent work, such as OSPF and BGP.

The Working Group will also instigate, review, or (if appropriate) produce ad-
ditional RFCs on related topics. To date, Group members have produced draft
documents discussing the operation of routers which are in multiple routing
domains (3 papers), TOS, and a routing table MIB.

The purposes of this project include:

- Defining what an IP router does in sufficient detail that routers from different
vendors are truly interoperable.

- Providing guidance to vendors, implementors, and purchasers of IP routers.

The Working Group has decided that, unlike RFC-1009, the Router Require-
ments document should not discuss Link Layer protocols or address resolution.
Instead, those topics should be covered in a separate Link Layer Requirements
document, applicable to hosts as well as routers. Whether this Group will
create the Link Layer Requirements is still to be determined.

Goals and Milestones:

Done
Done
Done

Done

First Internet Draft version.
Second Internet Draft version.
Third Internet Draft version.

Fourth Internet Draft version

Oct 1991 Final Internet Draft version.

Nov 1991 Submission for Proposed Standard.
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Internet Drafts:

“Requirements for Internet IP Routers”, 09/17/1990, Philip Almquist <draft-
ietf-rreq-iprouters-03.txt>

“Ruminations on Route Leaking”, 07/25/1991, Philip Almquist <draft-almquist-
leak-00.ps>

“Ruminations on the Next Hop”, 07/25/1991, Philip Almquist <draft-almquist-
nexthop-00.ps>

“Some Thoughts on Multi-Domain Routing”, 07/25/1991, Ross Callon <draft-
callon-routing-00.txt>

Request For Comments:

RFC 1349 “Type of Service in the Internet Protocol Suite”
RFC 1354 “IP Forwarding Table MIB”
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2.3 Network Management Area

Director(s):
e James Davin: jrd@ptt.lcs.mit.edu

Area Summary reported by James Davin/MIT

During the Twenty-Fourth plenary meeting of the IETF, nine working groups and two
Birds-of-a-Feather (BOF') sessions met in the Network Management Area.

Simple Management Protocol (SMP) Framework BOF (SMPFRAME)

The SMPFRAME BOF addressed a recent proposal for evolutionary enhancements to the
SNMP network management framework. During this session, developers of the SMP (Simple
Management Protocol) proposal gave a comprehensive technical presentation of their ideas,
and a period of detailed discussion ensued. Several common themes emerged from that
discussion:

o There was general agreement that a single transition from existing SNMP technology
to the next stage of SNMP evolution is highly desirable; multi-stage or protracted
transitions were generally felt to be undesirable.

o There was general agreement that minimizing the number of distinct management
technologies deployed in the Internet is highly desirable.

e Most members of the community felt that the SMP proposals addressed many of
the perceived problems in the current SNMP framework, although many members
suggested that certain adjustments to the SMP work could increase its value and
acceptance to the community.

e There was general agreement that an aggressive schedule for standardizing the next
generation of SNMP technology is appropriate.

e There was general agreement that security aspects of new SNMP technologies should
be considered separately from purely network management aspects, although consid-
eration of both aspects must be coordinated carefully in terms of schedule.

Based on the community discussion during the BOF session, SMP proponents agreed to
contribute their work to the process of SNMP evolution that was set in motion in March.

A tentative plan has been formulated to further that process in response to community
sentiment expressed during the Cambridge IETF meeting;:

o As described in the plan for SNMP evolution, detailed technical specifications which
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are contributed to the SNMP evolution process will be published as Internet Drafts.

o The first phase of the evolution process (the call for contributions) will be concluded
soon. Community members with detailed, written technical proposals for SNMP
evolution are encouraged to contribute those proposals as Internet Drafts in the very
near future or at least to inform the IESG of their intent to do so. Announcement
of the closing date will be made to the IETF mailing list, and the relevant working
group(s) will be not be obligated to consider contributions after that date.

¢ Consistent with the process set in motion in March, an open IETF working group will
be chartered to consider the written contributions to the SNMP evolution process.
Consistent with the community sentiment for timely progress, the first meeting of
that working group will be sometime in September. As usual, the organization and
charter for this working group will be announced on the IETF mailing list.

o This working group will conclude its business not later than the plenary meeting of
the IETF in the spring of 1993 and its schedule will be closely coordinated with any
related activity within the existing working group on SNMP security.

Uninterruptable Power Supply BOF (UPSMIB)

Among the Birds-of-a-Feather sessions that met during the week was a session on SNMP
instrumentation for uninterruptible power supplies (UPSs). Approximately 8-10 UPS ven-
dors and a number of other interested parties met to discuss the substance and format
of possible work in this area. The Group reviewed a strawman MIB document (available
as an Internet Draft) and concluded that a working group effort to pursue a UPS MIB is
desirable.

Bridge MIB Working Group (BRIDGE)

The Bridge MIB Working Group met after a period of inactivity to consider alignment of
the existing Bridge MIB work with recent IEEE work on source routing bridges. The Group
discussed a revision to the existing MIB that would support identification of the protocol
or protocols in use by a bridge device. The Group also decided to address the recent IEEE
work on source routing by beginning work on a new MIB devoted to those functions. The
new MIB would include portions of the existing Bridge MIB relevant to source routing
together with any new objects that may be required for alignment with the IEEE work.
The existing MIB document is expected to be considered soon for Draft Standard status,
whereas the newer MIB document is expected to enter the standards track when the working
group effort is complete.

Chassis MIB Working Group (CHASSIS)

The Chassis MIB Working Group met to continue discussion of a MIB that instruments col-
lections of traditional network devices that may be comprised by a single physical package.
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The Group continued its discussion of an existing Internet Draft document and addressed
in particular the mapping of MIB views to managed devices within a chassis. The Group
also reviewed the desirability and priority of its several work items.

DS1/DS3 MIB Working Group (TRUNKMIB)

The TRUNKMIB Working Group met to continue its discussion of revisions to the existing
DS1 and DS3 MIBs as they are considered for Draft Standard status. The goal of these
revisions is to reflect implementation experience with the existing versions and to align with
ANSI work in this area. Revised Internet Draft documents reflecting the discussion during
this meeting are expected soon.

FDDI MIB Working Group (FDDIMIB)

The FDDI MIB Working Group met to discuss alignment of the existing FDDI MIB (RFC
1285) with version 7.2 of the SMT work recently produced by ANSL. The Group began
discussion of what changes were desirable to accomplish that alignment.

Host Resources MIB Working Group (HOSTMIB)

The Host Resources MIB Working Group met for the first time in Cambridge. An initial
draft of a host resources MIB was discussed, and there was a consensus to adopt that
draft for use as a baseline document. Discussion of the developing host resources MIB will
continue at an interim Working Group meeting sometime in September. The time and place
of that meeting will be announced on the Working Group mailing list.

IEEE 802.3 Hub MIB Working Group (HUBMIB)

The Hub MIB Working Group also met in Cambridge. This Group affirmed a minor change
to the 802.3 Repeater MIB document (involving a change to an enumerated type) before its
presentation for consideration as a Proposed Standard. The Group began its discussion of
a MIB for 802.3 MAUs and decided that this new MIB will cover both DTE and repeater
devices.

Internet Accounting Working Group (ACCT)

The Internet Accounting Working Group met at the Cambridge meeting to conclude its
business. At the meeting, it was reported that an initial implementation of the MIB drafted
by the Working Group is underway at the University of Auckland. A second implementor
is being sought. The Group is seeking publication of its MIB as an experimental RFC, and
verified that the MIB could be subsequently considered for the standards track if community
interest and need warranted. The Group contemplated opening a discussion with members
of the Router Requirements Working Group to assess interest in this work among router
vendors. The Group also recommended that work be undertaken within the IETF Network
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Management Area to provide common identifiers for various link-layer media and network
protocols, as this would facilitate any future accounting work.

Token Ring Remote Monitoring MIB Working Group (TRMON)

The Token Ring Remote Monitoring MIB Working Group met to continue discussion of
extensions to the mechanisms of RFC 1271 to support remote monitoring of IEEE 802.5
token ring LANs. Discussion will continue, and closure on these token ring extensions will
be sought via email. Moreover, implementation experience with the existing RMON MIB
(RFC 1271) will be discussed via email with the goal of reaching consensus on what changes
may be appropriate as the RMON MIB is considered for elevation to Draft Standard status.

X.25 Management Information Base Working Group (X25MIB)

The X.25 MIB Working Group met to work in earnest on the last of the three MIBs in
its Charter. The Group completed deliberation on a MIB to instrument multi-protocol
over X.25 convergence functions. The Group had previously completed work on MIBs for
instrumenting LAPB and the X.25 packet layers. These latter MIBs were reviewed at the
Cambridge meeting and will soon be presented to the IESG for a recommendation.
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CURRENT MEETING REPORT

Reported by Marshall Rose/DBC
Minutes of the Simple Management Protocol (SMP) Framework BOF (SMPFRAME)

The BOF began with a 1-1/2 hour technical presentation by the four SMP authors. This
was followed by 2 hours of discussion. The outcome:

1. The SMP specification will be submitted to Internet-Drafts.

2. There was strong consensus that a working group should be formed to consider SMP
as the basis for SNMP version 2. The Area Director was asked to develop a timeline
for such an activity.

3. Work on SNMP Security will be independent from, yet coordinated with, the proposed
SNMP version 2 Working Group.

If you missed getting a copy of the presentation notes, the PostScript version is available
via anonymous FTP:

#1 #2 #3
host ics.uci.edu case.cs.utk.edu lancaster.andrew.cmu.edu
area mrose/isode-smp/ pub/smp/ pub/smp/
file smp-bof.ps smp-bof .ps smp-bof.ps
or smp-bof .ps.Z smp-bof.ps.Z smp-bof.ps.Z

You can retrieve either the .ps file (275K) or the compressed .ps file (75K). In the latter
case, be sure to do a binary transfer.
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Simple Management Protocol (SMP) Framework
Birds-of-a-Feather

Jeffrey D. Case, SNMP Research, Inc.
Keith McCloghrie, Hughes LAN Systems, Inc.
Marshall T. Rose, Dover Beach Consulting, Inc.

Steven L. Waldbusser Carnegie Mellon University

June 15, 1992

FORMAT

o Three hours!

o Two parts
Technical Presentation
Questions and Discussion

(each is approximately 1% hours in duration)

o To ensure enough time for both presentation and discussion:

Please limit questions during the first part to matters of
clarification

HISTORICAL SETTING

= In March, the IESG issued a call for proposais on evolving the
Internet-Standard Network Management Framework

o Key observation:
Existing framework provides stable and effective network

management for the Internet, which is used pervasively
and continuously

INTRODUCING THE SMP

o In response, the SMP specification was published

Simple Management Protocol (SMP) Framework
o Authored by the "usual suspects”

o Eight documents:

Introduction to SMP

Structure of Management information for SMP
Textua!l Conventions for SMP

Protocol Operations for SMP

Transport Mappings for SMP

Management Information Base for SMP
Manager to Manager MIB for SMP
SNMP/SMP Coexistence

TOPICS
Topic I: Structure Of Management Information and SMP MIB
Topic II: Transport Mappings and Protocol Operations

Topic III: Manager to Manager Interactions and Implementation
Experience

Topic 1V: Administrative Framework and Coexistence

TOPIC 1

Structure of Management
Information
and
SMP MIB
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Topics
o New (and unchanged) Data Types
o ASN.1 macros
o Textual Conventions
o SMP MIB

o MODULE-COMPLIANCE for SMP agents

UNCHANGED DATA TYPES
o OCTET STRING, OBJECT IDENTIFIER
o INTEGER — enumerated or with specified range
o TimeTicks, IpAddress

o Opaque — kept for backward compatibility

o

°

°

NEW DATA TYPES
8IT STRING — enumerated only
Counter64 — 64-bit, use only when wraps in under 1 hour
NsapAddress — for OS] addresses
Integer32 — to cap signed integers in [-231, 231 _ ]

Counter32, Gauge32 — identical to Counter/Gauge

o

o

o

ASN.1 MACROS
OBJECT-TYPE extended
OBJECT-GROUP
MODULE-COMPLIANCE
AGENT-CAPABILITIES

TRAP-DEFINITION (replaces TRAP-TYPE)

o

o

o

o

°

o

o

©

OBJECT-TYPE MACRO
SYNTAX
UNITS — e.g.. UNITS “seconds” (new)
ACCESS — MAX-ACCESS
Specities maximum which makes “protocol sense”
Use “not-accessible” for auxiliary objects
Use “read-create” for creatable columnar objects
No more “write-only”
STATUS
No more “optional”
DESCRIPTION (now mandatory)
REFERENCE
INDEX or AUGMENTS (now mandatory for conceptual rows)
IMPLIED keyword in INDEX clause
NUM-ENTRIES — e.g., NUM~ENTRIES { ifNumber } (new)
DEFVAL
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°

°

OBJECT-GROUP MACRO
No longer in ASN.1 commentary

Contained objects are specified explicitly




MODULE-COMPLIANCE MACRO AGENT-CAPABILITIES MACRO

o The (minimum) requirements for compliance o Which MIB modules/objects/vatues are actually implemented

o Specified in terms of MIB modules and GROUPs o Evolution of RFC-1303's MODULE-CONFORMANCE

o Objects specified only if minimum SYNTAX or ACCESS is different o Omission of CREATION-REQUIRES has different meaning
from MIB

TEXTUAL CONVENTIONS

TRAP-DEFINITION MACRO o Defined using TEXTUAL-CONVENTION macro
o Assigns an OBJECT IDENTIFIER to a trap o Vaiue is anything which can go in a SYNTAX clause
o No ENTERPRISE clause o The usual DESCRIPTION, REFERENCE clauses

o DISPLAY-HINTS clause, e.g., DISPLAY-HINTS "ix:"

DEFINED TEXTUAL CONVENTIONS
o DisplayString, PhysAddress, MacAddress DEFINED TEXTUAL CONVENTIONS (cont.)
o TruthValue, AutonomousType, InstancePointer o RowStatus

The basis for creation/deletion of conceptual rows

Ti Timelnt !
o TimeStamo, Timelnterva Similar to RMON’s EntryStatus

o TestAndlncr Writing underCreation(1) fails if already exists
Provides for atomic, or sequenced, operations Writing underModification(3) allows changes
When set, supplied value must match current value Writing underDestruction(2) deletes conceptual row

After successful set, value increments
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SMP MIB

o Four groups:
smplnQut — extension of snmp group
smpOR — extension of sysObjectlD/sysDescr
smpTrap — counters of #-traps sent to each party

smpSet — smpSetSerialNo, for sequencing Sets

MODULE-COMPLIANCE for SMP agents
o system, snmp
o partyTable, partySecretsTable, aciTable, viewTable

o smpInOut, smpOR, smpTrap, smpSet

TOPIC 11

Transport Mappings
and
Protocol Operations

Topics
e Transport Mappings
« Introduction to Protocol Operations
e Protocol Entities
« Exceptions and Error Codes
e Builk Retrieval Mechanism
s New Set Features
e« Removal of TCR/IP-centric Features

e Traps and Event Notifications

Transport Mappings
Several are detfined:
* smpUDPDomain: SMP over UDP (“Normal”)
e smpOSicinsDomain: SMP over connection-less NS

smpOSlconsDomain: SMP over connection-oriented NS

smplPXDomain: SMP over IPX

.

smpDDPDomain: SMP over Appletalk’s datagram protocol DDP

restartDomain: local configuration storage
e entityDomain: a device

USE UDP! and connection-iess works best

Proxy used to translate between / among
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Transport Mappings (cont.)
Other tidbits in Transport Mappings document:
e Minimum maximum message sizes
e Well known ports / transport selectors / etc

e BER serialization rules — including the possibility of use of other
serialization rules with other transport domains although no others
are initially defined




Introduction to Protocol Operations

First. what hasn't changed?

Answer: A jot!

This is the same old S[N]MP you know and love

Some enhancements

Some problems corrected

More alike than different

While the changes are minor, the results are dramatic

Some Protocol Related Goals

Improve performance

« Improve set operations, especially row creation and deletion

Disambiguate error responses

Silence the complaints about unsupported variables on the formerty
wimpy but now not so wimpy get operator

Reduce code size

Remove TCP/IP-centric aspects

.

Tighten Language
— replace old ambiguities with new ones
— replace old frequent errors with new ones

— replace old frequently asked questions with new ones

Protocol Entities

+» NoO real changes here

* Slightly new nomenclature in recognition of hierarchical
management schemes which are expected to expand under SMP

* Entities can be:
~ SMP entity acting in an agent role
— SMP entity acting in 3 manager role
— SMP entity acting in a dual manager/agent role supporting

Manager to Manager communications either hierarchically or in
3 mesh

Communications Between Protoco!l Entities
Communications can be:

* Request/response communications between an entity acting in a
manger roie and an entity acting in an agent role

+ Unconfirmed event notification (a.k.a. a trap) from an entity acting
in an agent role to a an entity acting in a manger role

« Request/response communications between two entities, both
acting in manager roles (Manager to Manager communications)

Exceptions and Error Codes
Three classes:
* Exceptions
e Error responses

e Timeouts

Exceptions

Three kinds of exceptions, per variable binding, on responses to Get,
GetNext, and GetBulk operations

e noSuchObject exception
e noSuchinstance exception
e endOfMibView exception

So stop complaining (-:
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Error Responses

Need to disambiguate several overloaded error conditions so can stop
flying blind, especially on sets

Instead of “"NO!" you get "NO! because...”

New error types include:

noAccess wrongType
wronglLength wrongEncoding
wrongValue noCreation
inconsistentValue resourceUnavailable
commitFailed undoFailed
authorizationError notWritable

Timeouts

Timeouts are another error condition

A goal was to reduce the number of occasions in which a manager
sends a query and gets back NOTHING

That is, we need to disambiguate the “timeout” error condition

+ Only so much can be done here

3

Especially important now because will have new sources of the
“timeout” error condition as a result of new security "features”

e New rules regarding authentication framework

Empty variabie bindings list on tooBig replies

Also have new SMP counters to instrument silent drops

Bulk Retrieval Mechanism
Goals

o To retrieve large guantities of information

To retrieve sparse tables

.

Minimize round trips

Efficiency

Full packets

Keep it simple with no new PDU format or connection-oriented
transport

Bulk Retrieval Mechanism (cont.)

Network management personnel often need to retrieve singie instances
of some variables along with repeated instances of other variables.

Example: periodically retrieve interface statistics like:

ifInOctets, ifOutOctets, ifllnErrors, IfOutErrors,
iflnNU CastPkts, iflnUCastPkts, ifOutNUCastPkts, and
ifOutUCastPkts

for each interface plus sysUpTime in order to compute packets per
second. bytes per second and percent errors for each interface

Other uses include the retrievai of entire tables or sections of tables.

Example: retrieve the entire ipNetToMediaTable

pParameters Controlling The GetBulk Operation
Bulk retrieval operation is controlled by the combination of the:

« non-repeaters: number of variables for which single instances are
requested

« max-repetitions: maximum number of instances requested for other
variables

variable bindings list in the request

manager’s party maximum message size
e agent's maximum message size

The values for non-repeaters and max-repetitions are communicated in
the request in the fields normally associated with error-status and
error-index

GetBulk Example

o GetBulkRequest [ non-repeaters = 1, max-repetitions = 2 ]
( ( sysupTime = NULL ),
( ipNetToMediaPhysAddress = NULL ),
( ipNetToMediaType = NULL ))

3

Response [ error-status = 0, error-index = 0 ]

( ( sysUpTime.0 = 123456 ),

( ipNetToMediaPhysAddress.1.9.2.3.4 = "000010543210" ),

( ipNetToMediaType.1.9.2.3.4 = "dynamic” ),

( ipNetToMediaPhysAddress.1.10.0.0.51 = "000010012345" ),
( ipNetToMediaType.1.10.0.0.51 = "static” ) )
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GetBulk Example (cont.)

¢ GetBulkReguest [ non-repeaters = 1, max-repetitions = 2 }
( ( sysUpTime = NULL ),
( ipNetToMediaPhysAddress.1.10.0.0.51 = NULL ),
( ipNetToMediaType.1.10.0.0.51 = NULL ) )

Response [ error-status = 0, error-index = 0 ]

( ( sysUpTime.0 = "123466" ),

( ipNetToMediaPhysAddress.2.10.0.0.15 = " 000010987654 )}
( ipNetToMediaType.2.10.0.0.15 = "dynamic™ ),

( ipNetToMediaNetAddress.1.9.2.3.4 = "9.2.3.4" ),

( ipRoutingDiscards.0 = 2" ) )

GetBulk Observations

if non-repeaters = number of varbinds — same as GetNext

If non-repeaters = 0 and max-repetitions = 1 ~— same 3s GetNext

.

You never get a tooBig from GetBulk

I intend to use GetBulk for a general replacement for GetNext
which 1 used for nearly everything

Typically requires changes to main routine only, not to each
method routine

.

Can change method routines if desired for better performance

The GetNext operation is powerful

The GetBulk operation is awesome

Sets
Sets will be much more important now that have security
e Problems cleaned up
e Richer error codes

e Row creation and deletion

Row Creation Using RowStatus

Create by writing underCreation(1)

.

Read the row with GetRequest

e Returned values can be modified

e For noSuchlnstance, value must be written

* For noSuchObject, value must not be written

e Finally, writing active(4) brings row into use

Removal of TCP/IP-centric Features
e Transport Mappings document aiready mentioned
e Trap PDU had fieild with a3 NetworkAddress type
o NetworkAddress allows you to specify any choice of address type as

long as it is an IP address (a choice from 2 list of size one Is really
no choice at ail)
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Non-TCP/IP-centric Trap

Replace the Trap PDU

Replacement 1o0ks amazingly similar to an unsolicited Response
PDU

Information that was in the headers is now in specified positions in
the variable bindings list

This is how it should have always been

Since we now have only one PDU format instead of two, it allows
less code size to generate and parse PDUs

e Traps are now named by an OBJECT IDENTIFIER




Trap Configuration
Manager stations can remotely configure trap destinations by

manipulating the party information in the aclTable and viewTable (from
SNMP Security)

Traps are sent to ali parties for which:
e The aciSubject = the SMP protocol entity
e The (aciPrivileges & trapmask) = true
« The name of the trap is present in the viewTable of the aciSubject

« All of the variable bindings in the trap are present in the
aciSubject’s view

InformRequest PDU
« Used for Manager to Manager communications
o Looks amazingly like the other PDUs
« Configured at the request to a3 manager by a remote manager
» Sent from one manager to another

e Can result in:
— acknowledgement response back to the original sender
— error response back to the original sender

— timeout and retransmission using parameters configured via the
Manager to Manager MIB

TOPIC I

Manager to Manager
Interactions
and
Implementation Experience

Manager to Manager Functions
« "Inform you of information in my view” -— Inform PDU
« Event Notification (Acknowiedged)

« Data transfer between managers

Dual Role

e Entity in manager role

o Collects data

e Entity in agent role

o Allows remote configuration of management functions

« Manager to Manager MIB defines this configuration

Alarm Generation
» Polls local or remote parties
o Detects threshold crossings or variable not accessible

o Flow control
o Hysteresis
o Maximum of 1 event per second (per threshold)
o Acknowiedgment of Informs
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Configuration of Notifications
Manager to Manager MIB configures:
e Source and destination parties for Inform
« Destination party specifies destination address

« Retransmission parameters
o Timeout

o Retries

Access control

Alarm Entry queries data with party/secrets of dual-role manager, so
access control is necessary. .

e Access control based on MIB views

« Destination party in index of alarmEntry
o Access excluded by default
o Particular destination parties can be included in MIB view

e A single view entry allows Manager A to cause Agent C to be
queried

Potential Uses
» Distribution of polling function

e Distributed diagnosis

e Minimize impact of security on agents (fewer parties and keys)

Implementation Experience

Size 4 Speed
e Size
o Elimination of old trap PDU format makes code smaller
o Authentication is simpler and smaller
e Speed
o Bulk provides orders of magnitude improvement

o Don’t underestimate importance of " Add varbinds ‘till full”

SNMP Security implementation problems solved

« Reordering protection was damaging to operational needs
o Dropped messages reordered by network (even Get Requests)
o SMP omits this algorithm
o SMP MIB provides protection from reordering of SETs

o Party proliferation in SNMP Security
o Projection for campus net was 10° parties

o Clear and Present Danger to "low-impact” management
e Clock resync is simpler

o Clock sync used to require an SNMP SET

o In SMP, clock sync is part of normal operations
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Row creation algorithm makes configuration easier Applications are easier to write

« Expanded error codes mean less guesswork * Packets return info even if varbinds have errors

« Aliows unimplemented/inaccessible objects in row « Tighter wording in protocol specification aliows less code in
applications

« MS can use, modify, or ignore default values from agent

. . . e Bulk replaces special case code i
o Allows Agent to suggest values appropriate to situation n Ms

TOPIC IV Topics

L. . o Administrative Framework
Administrative Framework

o Management Information

and o Protocol Operations

Coexistence

ADMINISTRATIVE FRAMEWORK (cont.)

ADMINISTRATIVE FRAMEWORK
o smpMDSAuthProtocol — new digest-auth protocol

o Based on SNMP Security, but with some exceptions
o No ordered delivery mechanism

o smpUDPdomain — new transport domain Not needed for retrieval

Not adeguate for multiple managers

o

Compiliant behavior requires DES for party creation only
Instead, provide replay protection outside of “lifetime”

o

Instance-level granularity of access is optional
o Simplified clock synchronization

o

Source/Destination parties mus henticatio S .
/D tion p t use same authentication protocol More “automatic” synchronization

SET operation not needed anymore (case #1)
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°

o

o

o

MANAGEMENT INFORMATION
Changes are fairly straight-forward

IMPORT from SMP-SMI
instead of RFC1155-SM1 and RFC-1212

Use new OBJECT-GROUP macro to define object groups

instead of ASN.1 commentary

“Standard” MIB modules should include a compiiance definition

instead of ASN.1 commentary

You don't need to change object definitions to use SMP!

°

o

o

OBIECT TYPES

SYNTAX:

INTEGER (w/0 range/enumerations) — Integer32

Counter — Counter32

Gauge — Gauge32

ACCESS — MAX-ACCESS
value should make “PROTOCOL SENSE”
use “read-create” for creatable variables

use “not-accessible” for auxiliary variables
DESCRIPTION clause mandatory

For conceptual rows:
INDEX (or AUGMENTS) clause mandatory

<

-}

o

AND MAY WE SUGGEST THAT YOU...

Use RowStatus object for tables which support creation

Cap OCTET STRINGs

when at all possible

Use the TEXTUAL-CONVENTIONS macro
instead of ASN.1 commentary

Add the UNITS clause
when appropriate

Use the AUGMENTS clause instead of the INDEX clause

when appropriate

o

L)

o

o

o

TRAP DEFINITIONS

IMPORT from SMP-SMI
instead of RFC-1215

TRAP-TYPE ~— TRAP-DEFINITION
Remove ENTERPRISE clause

VARIABLES — OBJECTS

TRAP-DEFINITION value is an OBJECT IDENTIFIER

PROTOCOL OPERATIONS

o Two approaches:

Proxy agent

Bi-lingual manager

o Mapping rules are the same

SMP — SNMP

o GET, GET-NEXT, and SET are unaltered

o GET-BULK — GET-NEXT

Zero the non-repeater/max-repetitions fields
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SNMP — SMP

o GET-RESPONSE is unaitered
Preserve noSuchName, badValue, readOnly errors

On a tooBig error, remove the variable-bindings field

o Trap-PDU — SMP-Trap-PDU
First varbind: sysUpTime.0
Use the timestamp field
Second varbind: smpTrapOID.0O,
Use generic trap OID, or
Use enterprise.0.specific-trap
Last varbind: smpEnterpriseQlD.0
Use the enterprise field

HOW TO GET A COPY (SMP SOFTWARE)

o Two commercial packages:
Hughes LAN Systems and SNMP Research

o Two openly available packages:

what:  CMU SNMP 2.0.1 4BSD/ISODE SMP
host:  lancaster.andrew.cmu.edu  ics.uci.edu

area:.  smp-dist mrose/Isode-smp/
tile: README isode-smp.tar.Z
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HOW TO GET A COPY (SMP SPECIFICATION)

o via FTP:
host:  tancaster.andrew.cmu.edu  Ics.uci.edu case.cs.utk.edu
area: pub/smp/ mrose/isode-smp/ pub/smp/
files.  smp-®.txt smp-*.txt smp-*.txt

o via AFS:

/ats/andreu.cmu.edu/netdev/smp/

o via E-MAIL:

smp-specQdbc.mtview.ca.us
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CURRENT MEETING REPORT

Reported by Bob Stewart/Xyplex

Minutes of the Uninterruptible Power Supply BOF (UPSMIB)

Agenda

o To identify the scope of the problem of monitoring and controlling uninterruptible
power supplies;

¢ To discuss an Internet Draft containing an initial proposal for such a MIB, and

o To assess the interest and commitment towards ongoing work, including the possibility
of creating a Working Group to prepare and advance proposals for standardization in
this area. If there is sufficient interest and commitment, the Working Group Charter
and timetable will be discussed.

For this meeting, Jeff Case presided and Bob Stewart recorded. The meeting was well-
attended, about 30 people, with representatives of about 10 UPS vendors, many becoming
involved in the Internet and the IETF for the first time. After considerable discussion and
review of a proposal, the meeting decided to request startup of a Working Group, with most
of the work being done via a mailing list.

Goal

Efforts to make uninterruptible power supplies to be monitorable and controllable via the
Internet Standard Management Framework have already begun. In the past, when MIB
standardization has trailed product development, as it did for terminal servers, intelligent
repeaters, and MAC bridges, users have been faced with the difficulties associated with the
unnecessary proliferation of similar, but different, enterprise-specific (vendor) MIBs. As a
result, it is desirable to begin standardization efforts as soon as possible.

A draft document has been prepared as an introduction to the problem. It states:

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it defines objects for managing uninterruptible power
supply (UPS) systems.

The document which is in the Internet-Drafts Directory, as previously announced, is a new
version of the memo which contains incorporates the suggestions received by the authors
since the initial document was published, plus one new group, the upsTruck group.
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Jeff presented the organizations and procedures that oversee Internet Standard Develop-
ment.

¢ Mailing list discussion a bit of a problem due to lack of mail access by UPS vendors.
o Stressed structure above IAB, current and changing.
o All-volunteer lower structure.
Jeff stated goals.
e Decide whether to proceed.
¢ Identify sufficiently interesting set of common attributes with no optional objects.
The answer to a concern over response to unimplemented ob jects was that groups are
the unit of conformance for interoperability.
Jeff presented highlights of the strawman proposal, which caused several points of discussion.

e Volts and Minutes are too coarse, tenths of volts and seconds better.

o Concern over debating individual objects deferred for later detailed assessment of
proposal.

e Traps are to be in a separate document to ease passage of MIB.
¢ A UPS need not perform multiple tests simultaneously but may if it can.
e It is implementation specific whether configuration options cause changes.

e SNMP proxy mechanism preferred for handling multiple UPSes, rather than table
with index.

o A community string or party defines an agent.

¢ Fielded systems are basic and advanced, MIB represents advanced, suggest organizing
MIB accordingly. Agreed too much mandatory for less expensive devices. Agree with
option by Group for predictable functions. This is a marketing issue. This discussion
should be deferred for formal Working Group. We all want one standard.

We discussed whether we do indeed want to form a Working Group.

o Charter 1 or 2 documents to monitor and possibly control UPS, low or high end,
existing and future UPS technology.

¢ Consider application to similar embedded systems such as power systems or power
conditioners.



136

CHAPTER 2. AREA AND WORKING GROUP REPORTS

Prefer not to encumber UPS needs.
There was considerable concern about voting and influence. Process is by consensus
without company dominance or simple votes. The major need is to define the problem

and rally around a Standard. SNMP itself was such a compromise.

We need an editor and email communication. MCI, Sprint, Compuserve, etc., provide
mail service, and some do not charge for reading mail.

Arbitration is informal, by consensus and compromise.

Credit is author’s on front and sometimes individuals in acknowledgements section,
with name and affiliation.

Mail is easier than news group.

Publicity is acceptable as long as not claiming standard before complete. Internet
Drafts should not be referenced in procurement or product literature, but RFCs may.

Mailing list administrative address is upsmib-request@cs.utk.edu.
We plan to have a document by the next IETF, final by following. The next IETF

conflicts with Comdex, a big problem. Suggested Las Vegas meeting that vendors
attend is a problem for Chairs.

One of the vendors (APC) presented an alternative proposal.

e MIB being implemented but needs to consider strawman proposal.

e Proprietary features were removed for presentation. Remainder was divided into basic

and advanced to maximize compatibility with past and future systems.

o Extension objects point to further MIB, assuming it is similarly structure. A single

object is preferred and sufficient.

Several general issues were discussed before adjournment at 10:20.

¢ Someone suggested a breaker group. That varies considerable across implementations.

It could be handled by alarm group in strawman.

e We looked at several objects in strawman and general consensus was they are imple-

mentable.

¢ Although one of the proposers, Emerson, does not implement everything in the straw-

man, it was proposed for value to the industry.
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¢ On the issue of credit for draft and RFC the suggestion was to limit it to SNMP
Research. Suggested that Emerson receive consideration as catalyst. Deferred to
private discussions and mailing list.

o Suggested September meeting central in U.S. deferred to mailing list.

Attendees

Richard Baxter

Tom Brennan brennan@exide.com

Jeffrey Case caseQcs.utk.edu

James Davin jrd@ptt.lcs.mit.edu
Michael Davison davison@cs.utk.edu

Roger Draper rdraperQcerf.net

Bill Elliot

David Engel davidQods.com

David Fencl

Owen Gallagher ovengQj jmhome.uucp
Theodore Greene

Kenneth Key key@cs.utk.edu

Sharon Lewis lewis@cs.utk.edu

Les Matheson mathesonQcerf .net

Paul Moran Paul_Moran@3com.com
David Perkins dperkins@synoptics.com
Marshall Rose mrose@dbc.mtview.ca.us
Koichiro Seto seto@hitachi-cable.co.jp
Houman Shafiezadeh houman@exide.com

Timon Sloane peernet!timonQuunet.uu.net
Einar Stefferud stef@nma.com

Bob Stewart rlstewart@eng.xyplex.com
Adam Stolinski

Ray Wasson

Brian Young
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2.3.1 Bridge MIB (bridge)

Charter

Chair(s):
Fred Baker, fbakerQacc.com

Mailing Lists:
General Discussion: bridge-mib@nsl.dec.com

To Subscribe: bridge-mib-request@nsl.dec.com
Archive:

Description of Working Group:

The Bridge MIB Working Group is a subgroup of the SNMP Working Group,
and is responsible for providing a set of SNMP/CMOT managed objects which
IEEE 802.1 Bridge Vendors can and will implement to allow a workstation to
manage a single bridged domain. This set of objects should be largely compliant
with (and even draw from) IEEE 802.1(b), although there is no requirement
that any specific object be present or absent.

Goals and Milestones:

Done Publish initial proposal.
Done Submit an Internet Draft.
Done Submit draft for RFC publication.

Request For Comments:

RFC 1286 “Definitions of Managed Objects for Bridges”
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CURRENT MEETING REPORT

Reported by Fred Baker/ACC
Minutes of the Bridge MIB Working Group (BRIDGE)

The Group met for three purposes:

1. To discuss IEEE 802.5’s changes to their MIB, and its impacts on the MIB described
in RFC 1286.

2. To discuss implementation experience with RFC 1286.
3. To determine whether RFC 1286 is ready to advance to Draft Standard status.

Anil Rijsinghani proposed to facilitate convergence with the Source Routing Addendum to
802.1 by including an optional group for SRT bridges, called the Source Route Bridge Port
Pair Group. It contains the following objects:

dotidSrPortPairTableSize
INTEGER
"The total number of entries in the Bridge Port Pair Database."

This number is n(n+1)/2, given that source routing is occurring over n bridge ports.

dotidSrPortPairTable
dot1dSrPortPairEntry [dotidSrPortPairLowPort, dotidSrPortPairHighPort]

dot1dSrPortPairLowPort - an Source Route Port Number
dot1dSrPortPairHighPort - an SOURCE ROUTE Port Number
dot1dSrPortPairBridgeNum - the bridge number used in the Source
Route Descriptor tuple

dot1dSrPortPairState - "enabled", 'disabled", or "invalid"

Richard Sweat, IEEE 802.5’s designated liaison to the Bridge MIB Working Group, then
presented their view of RFC 1286. To converge with our work, IEEE 802.5 has deleted or
modified a number of its managed objects and attributes. They also have some specific
requests for changes in the Source Routing Group of RFC 1286.

IEEE 802.5, having already made these changes in its own MIB, suggests that we:
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e Adopt Anil’s Port Pair Group.

¢ Divide dot1dSrPortHopCountExceededDiscards and dotldSrPortHopCount, which
relate to the maximum number of routing descriptors in an All Paths Explorer (APE)

or Spanning Tree Explorer (STE) frame, into two maxima and two counters: one each
for APEs and STEs.

e Extend dot1dSrPortLargestFrame (which is an enumerated integer with 8 values) to
have 64 possible values as described in draft 7 of the Source Route Addendum.

¢ Count occurrences of duplicate LAN IDs or Tree errors, in an effort to detect problems
in networks containing older IBM Source Routing Bridges.

e Count LAN ID Mismatches (cases where a frame is being forwarded, but the “from”
LAN ID is incorrect.

¢ Instead of counting frames in and frames out, count frames through a device. This ap-
plies to dot1dSrPortSpecInFrames, dot1dSrPortSpecOutFrames, dot1dSrPort ApelnFrames,
dot1dSrPortApeOutFrames, dot1dSrPortStelnFrames, and dot1dSrPortSteOutFrames.

e To the dot1dSrGroup, add a scalar read-write variable enumerated the same way as
dot1dSrPortLargestFrame to indicate the largest frame that may pass through the
bridge.

e Add aread-write LF Mode field indicating whether the bridge operates using older 3
bit length negotiation fields or the newer 6 bit length field in its RIF.

o Either change the names of objects or include text explaining the use of the path type
acronyms, as IEEE 802.5 has changed their names. The mapping is:

— Spanning Tree Explorer (STE) becomes a Spanning Tree Explorer (STE).
— All Paths Explorer (APE) becomes an All Routes Explorer (ARE).
— Specifically Routed Frame (Spec) becomes a Source Routed Frame (SRF).

Fred Baker applauds the efforts of IEEE 802.5 to achieve convergence. The Working Group
felt that the proposals made by Anil and Richard were basically workable, and drew the
following conclusions. We also felt (although there were three source routing implementa-
tions represented) that our best expertise was not present at the meeting, and so feel that
the subject should be discussed on the mailing list before reaching a final conclusion.

The Group’s initial conclusions were:
¢ Adopt Anil’s Port Pair Group.

e The Group is not sure of the necessity of dividing the hop counts and hop count
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discards by APEs and STEs.

Extend dotldSrPortLargestFrame (which is an enumerated integer with 8 values) to
have 64 possible values as described in draft 7 of the Source Routing Addendum.

Count occurrences of duplicate LAN IDs or Tree errors, in an effort to detect problems
in networks containing older IBM Source Routing Bridges.

Count LAN ID Mismatches (cases where a frame is being forwarded, but the “from”
LAN ID is incorrect.

Do not change the way we count frames, as our implementations do in fact count
them (IEEE was concerned that these could not be counted), and this method is
consistent with other IETF MIBs.

To the dot1dSrGroup, add a scalar read-write variable enumerated the same way as
dot1dSrPortLargestFrame to indicate the largest frame that may pass through the
bridge.

Add a read-write LF Mode field indicating whether the bridge operates using older 3
bit length negotiation fields or the newer 6 bit length field in its RIF.

Include text explaining the use of the path type acronyms.

The Group then moved on to discuss implementation experience. Six vendors indicated that
they had implemented the MIB, and were largely happy with it. The following suggestions
for clarification were made:

Anil will provide clarifying text for the DESCRIPTION of dot1dStpPortPathCost,
which some have found inadequate.

The Default Value of dot1dStaticAllowedToGoTo be specified in the DESCRIPTION
as a string of ones of appropriate length.

The Default Value of dot1dStaticStatus is “permanent”.

Port Numbers use the range 1..65535.

Update the bibliography.

dot1dTpPortInFrames and dot1dTpPortOutFrames be clarified by changing the last

few words in the description from “processed by the local bridging function” to “pro-
cessed by the bridging function, including management frames.”

We will ask the list to ratify these clarifications.
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One other issue was raised which affects the strategic direction of this Working Group. Some
vendors are interested in proxying for IBM Source Routing Bridges, which use a modified
version of the 802.1(d) BPDU. Also, IEEE 802.1(g) currently proposes that the BPDU be
modified in remote bridges when sent on the lines. It is quite possible, then, that a bridge
might participate in more than one spanning tree on a port by port basis.

Fred Baker proposed that the object dot1dStpProtocolSpecification, which indicates a single
spanning tree protocol in use in the system, be deprecated and replaced with an INTEGER
bit string indicating the spanning tree protocols that the device is capable of:

1 other
2 decLb100
4 ieee8021d
- 8 ibmTolkienRing
16 ieee8021g

In addition, an object is added to the dot1dStePortEntry indicating which of those protocols
is running on the indicated port. This allows for some flexibility.

The proposal of the Working Group, given ratification of the above changes on the list, is
that:

¢ The Group do nothing now with IEEE 801.2(g)’s proposals, as it is not sufficiently
close to completion.

e The Group separate the Source Routing Group into a separate document, apply the
ratified subset of Anil’s and Richard’s proposals, and recommend that this remain at
Proposed Standard status.

o The Group apply the requested clarifications and, if ratified, Fred’s proposed object
change, and advance the bulk of the Bridge MIB to Draft Standard Status.

Attendees

David Arneson arneson@ctron.com
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2.3.2 Chassis MIB (chassis)

Charter

Chair(s):

Bob Stewart, rlstewartQeng.xyplex.com
Jeffrey Case, case@cs.utk.edu

Mailing Lists:

General Discussion: chassismib@cs.utk.edu
To Subscribe: chassismib-request@cs.utk.edu
Archive:

Description of Working Group:

This Working Group will produce a document describing MIB ob jects for use
in a “chassis” — which is a collection of traditionally discrete network devices
packaged in a single cabinet and power supply. A chassis may comprise, for
example, combinations of layer 1 repeater elements, MAC layer bridges, or
internetwork layer routers.

The Working Group is chartered to produce up to three distinct documents
that define extensions to the SNMP MIB:

(1) The Working Group is chartered to define MIB objects that represent the
mapping of the logical functions of traditional network devices onto particular,
physical hardware resources within the chassis. These MIB definitions will not
address any aspects of the network functions comprised by a chassis box that
are shared with an analogous collection of discrete network devices.

(2) The Working Group is chartered, at its option, to define MIB objects that
instrument the operational state of a power supply element in a chassis.

(3) The Working Group is chartered, at its option, to define MIB objects that
represent aggregated information about collections of network devices (e.g.,
aggregate information about devices attached to a particular LAN), provided
that this MIB specification is not specific to chassis implementatons of such
networks and is also readily implementable for analogous collections of discrete
network devices.

The MIB object definitions produced will be for use by SNMP and will be
consistent with existing SNMP standards and framework.

Although the Working Group may choose to solicit input or expertise from
other relevant standards bodies, no extant standards efforts or authorities are
known with which alignment of this work is required.

Because the structure of chassis implementations varies widely, the Working
Group shall take special care that its definitions reflect a generic and consis-
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tent architectural model of chassis management rather than the structure of
particular chassis implementations.

Should the Working Group elect to define objects representing aggregated in-
formation about collections of network devices, those efforts will not compro-
mise the operational robustness of the SNMP that depends on its realization
of management system function as closely as possible to centers of responsible
authority.

Goals and Milestones:

Done Discuss the Charter and define the scope of the Working Group. In particular,
review all contributed MIBs and agreement on plan for producing baseline
document(s).

Jul 1992  Post the first draft of the Chassis MIB specification as an Internet Draft.
Jan 1993 Submit the Chassis MIB to the IESG as a Proposed Standard.
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CURRENT MEETING REPORT

Reported by Bob Stewart/Xyplex
Minutes of the Chassis MIB Working Group (CHASSIS)
The purpose of this meeting was to try to get the Chassis MIB Working Group started /restarted.

All sorts of events have conspired to detract from efforts to get it started. A ma jor contrib-
utor from Cabletron got reassigned. Another major contributor and one of the co-Chairs
has been tied up with other standardization efforts such as (SMP). The other co-Chair has
been ill for nearly a month but we are pleased to hear he is better. Finally, the members of
the non-Working Group seem to think that the mailing list is a read-only ob ject.

The Group spent time reassessing the interest in and commitment to this work with the
intention of pulling the plug if appropriate (though everyone hoped it would not be nec-
essary). In addition attempts were made to put together a new time-action-plan for the
work.

This was a short meeting. There was nothing to be read or said.

The Charter was reviewed as well as the work done, noting that there were only thirteen
messages on the mailing list since our first meeting.

¢ The Group was supposed to have Chassis MIB submissions and synthesize a proposal.
Nothing had been done, and it still needs doing.

¢ The Group was supposed to get power supply submissions. It got 1 or 2. More needs
to be done.

¢ Nothing was done on the Aggregate MIB.
Time was spent reassessing interest, and the following conclusions were made.
e Interest remains, though perhaps at slightly lessened level. The meeting well attended.
¢ The Cabletron implementation has moved in the direction of Keith & Donna’s pro-
posal.

The following plans were made.

e For Chassis MIB: authors are to post original documents, or a new one within a few
weeks. Cabletron proposal could be updated. Originals are in archive.

¢ For Power Supply MIB: MIBs are to be submitted in a week, and about ten are
expected.
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e The Aggregate MIB has been placed on the back burner.
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2.3.3 DS1/DS3 MIB (trunkmib)
Charter

Chair(s):
Tracy Cox, tacox@sabre.bellcore.com
Fred Baker, fbaker@acc.com

Mailing Lists:
General Discussion: trunk-mib@saffron.acc.com
To Subscribe: trunk-mib-request@saffron.acc.com
Archive:

Description of Working Group:

This Working Group will consider revisions to the DS1 and DS3 MIBs (currently
published as Proposed Stds in RFC 1232 and RFC 1233) in preparation for their
consideration as Draft Standards.

Consistent with the IETF standards process, the Working Group is chartered
to consider only those changes to the DS1 and DS3 MIBs that are based on
implementation experience or on the need to align with relevant ANSI T1M1
standards. In this context, the Working Group will thoroughly document the
implementation or alignment rationale for each considered change.

All changes made by the Working Group will be consistent with the existing
SNMP framework and standards — in particular, those provisions of RFC 1155
regarding addition and deprecation of objects in standard SNMP MIBs.

This Working Group will be a short-lived activity, involving a single meeting,
and will conclude its business no later than June 1992.

Goals and Milestones:

Mar 1992  Submit the DS1 document for the Network Management Directorate Review.
Apr 1992 Submit the DS1 MIB to the IESG for Draft Standard Status.

Mar 1992  Submit the DS3 MIB to the Network Management Directorate for review.
Apr 1992  Submit the DS3 MIB to the IESG for approval as a Draft Standard.

Feb 1992  Post a draft version of the new DS1 MIB to the Internet-Drafts Directory.
Feb 1992  Post a revised version of the DS3 MIB to the Internet-Drafts Directory.
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CURRENT MEETING REPORT

Reported by Tracy Cox/Bellcore

Minutes of the DS1/DS3 MIB Working Group (TRUNKMIB)

The decision of the Working Group, per Bill Versteeg’s suggestion, was to completely obso-
lete RFC 1232 and RFC 1233, and remove all of the deprecated objects from this document.
All tables have been given new names and new OIDs. The beginning delimiter for all objects
is dsx* (* = 1 or 3). In addition, we added LESs to the near end tables, changed all Counters
remaining (current table) to Gauges, and modified the dsx1LineCoding, dsx1LineStatus,
dsx*SendCode Object descriptions, and added a Signaling Mode object (DS1 MIB only).
We have an action item to resolve on whether to keep or remove the BPVs count.

James Watt took an action item to supply appropriate text for the failure states description.
A description of Line Errored Seconds (which T1M1 has available only from the far end,
but we decided to include for the near end for symmetry’s sake) was added.

The DS1 and DS3 MIBs are available for anonymous FTP at fennel.acc.com.

New Internet Drafts reflecting these changes will be sent to the trunk-mib mailing list and
posted in the Internet-Drafts Directories; when consensus is achieved on the mailing list,
they will be forwarded to the IESG for their review and approval as new RFCs obsoleting
RFC1232 and RFC1233.
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Steve Buchko
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2.3.4 Ethernet MIB (ethermib)

Charter

Chair(s):
Frank Kastenholz, kasten@ftp.com

Mailing Lists:
General Discussion: enet_mib@ftp.com
To Subscribe: enet_mib-request@ftp.com
Archive: not available

Description of Working Group:

This Working Group is charged with resolving the outstanding conformance
issues with the Ethernet MIB in preparation for its elevation from Proposed to
Draft Standard status. Specifically, this Working Group shall:

(1) Develop a document explaining the rationale for assigning MANDATORY
status to MIB variables which are optional in the relevant IEEE 802.3 specifi-
cation (the technical basis for the Internet Ethernet MIB). This shall not be a
standards-track document.

(2) Develop an implementation report on the Ethernet MIB. This report shall
cover MIB variables which are implemented in both Ethernet interface chips,
and in software (i.e., drivers), and discuss the issues pertaining to both. This
report shall also summarize field experience with the MIB variables, especially
concentrating on those variables which are in dispute. This document shall not
be a standards-track document. While the Ethernet MIB is progressing through
the standardization process, this document shall be periodically updated to
reflect the latest implementation and operational experience.

(3) Work to reconcile the differences regarding MANDATORY and OPTIONAL
MIB variables with the IEEE 802.3 Management Specification.

(4) Extend explicit invitations to the members, reviewers, and participants of
the IEEE 802.3 committee to participate in the Working Group’s efforts. This
will ensure that as much Ethernet and IEEE 802.3 expertise as possible is
available.

(5) Maintain a liaison with the IEEE 802.3 committee. All documents produced
by the Working Group will be forwarded to the IEEE 802.3 committee for their
consideration as contributions to their efforts.

(6) Modify the “grouping” of variables in the MIB, in the light of the im-
plementation and operational experience gained, in order to effect the desired
conformance groupings.

This Working Group is chartered to make only changes to the MIB that fall
into the following categories:
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(1) Division of variables into MIB groups. This may necessitate adding or
deleting groups and conceptual tables and moving variables among said groups
and conceptual tables. Doing so may require the addition or deletion of vari-
ables necessary to support the conceptual tables (e.g., the ... Table, ...Entry,
and ...Index types of variables). These changes may be necessary to align the
MIB with the work of other standards bodies, the needs of implementors, and
the needs of network managers in the Internet.

(2) Changing the conformance requirements of the MIB groups in order to align
the MIB with the work of other standards bodies, the needs of implementors,
and the needs of network managers in the Internet.

(3) Deleting variables from the MIB on the basis of implementation and op-
erational experience showing that the variables are either unimplementable or
have little practical operational value.

The Working Group is explicitly barred from making changes to the definition
or syntax of objects nor may the Working Group add objects to the MIB except
as may be required by Point 1 above.

Goals and Milestones:

TBD Draft Variable Status Rationale document.

TBD Develop Implementation Report.

Internet Drafts:

“Implementation Notes and Experience for The Internet Ethernet MIB”, 03 /24/1992,
Frank Kastenholz <draft-ietf-ethermib-implexp-00.txt>

“Definitions of Managed Ob jects for the Ethernet-like Interface Types”, 07/20/1992,
Frank Kastenholz <draft-ietf-ethermib-objectsv2-02.txt>
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2.3.5 FDDI MIB (fddimib)
Charter

Chair(s):
Jeffrey Case, case@cs.utk.edu

Mailing Lists:
General Discussion: £ddi-mibQCS.UTK.EDU
To Subscribe: fddi-mib-request@CS.UTK.EDU
Archive:

Description of Working Group:

The FDDI MIB Working Group is chartered to define a MIB for FDDI devices
that is consistent with relevant FDDI specifications produced by ANSI. All
definitions produced by this working group will be consistent with the SNMP
network management framework and other internet-standard MIBs for SNMP.

Goals and Milestones:

Done “Final” initial draft of required get/set variables.
Done Initial implementations of required get/set variables.
Done Revised “final” draft of required get/set variables.
Done Adoption of draft of required get/set variables.

Dec 1992  Post an Internet Draft aligned with current the current ANSI document factor-
ing in implementation experience with RFC 1285.

Nov 1992 Hold a meeting at the November IETF Plenary.

Mar 1992  Submit the FDDI MIB to the IESG for consideration as a Proposed or Draft
Standard depending on the magnitude of changes to RFC 1285.

Request For Comments:

RFC 1285 “FDDI Management Information Base”
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CURRENT MEETING REPORT

Reported by Jeff Case/UTenn
Minutes of the FDDI MIB Working Group (FDDIMIB)

This being the first meeting of the Group after a lengthy hiatus, the Chair invested the time
in introducing the goals as well as allowing time for participants to introduce themselves to
one another.

Implementation experience with RFC 1285 and FDDI-related vendor extensions were dis-
cussed, including problems encountered with RFC 1285. Although there are several prod-
ucts shipping today with MIBs which are precursors of RFC 1285, there is not a large body
of experience with the version of the MIB found in the RFC.

ANSI participants reported on the status of ANSI SMT 7.1 and 7.2 standardization status.
ANSI has made much progress since our last meeting. The 7.1 and 7.2 documents are very
similar with respect to the MIB. Reported differences include such things as additional
enumerations on some integer valued ob jects.

They discussed the next step. The consensus was that it would be far better to attempt to
align with the new ANSI documents rather than attempt to advance 1285 from proposed
to draft without modification(s).

The majority of the meeting was spent discussing the differences between 1285 and the 7.1
specification. This was aided by a document prepared at great labor by Judi Theg Talley
and the Chair recognizes this effort.

A first level consensus was reached on what to do about most objects with respect to
translation algorithms, and rules for inclusion. The Chair is to prepare a document reflecting
those decisions and post it to the list for discussion.
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2.3.6 Host Resources MIB (hostmib)
Charter

Chair(s):
Steven Waldbusser, waldbusser@andrew. cmu.edu

Mailing Lists:
General Discussion: hostmib@andrew.cmu. edu

To Subscribe: hostmib-request@andrew.cmu.edu
Archive:

Description of Working Group:

The Host Resources MIB Working Group is chartered to produce exactly one
document that defines SNMP MIB objects that instrument characteristics com-
mon to all internet hosts. The goal of this work is to address the urgent opera-
tional need in the internet community for management of host systems. Owing
to this urgency, the Working Group will focus exclusively on the alignment
of existing MIB technology in order to achieve common solutions in a timely
manner.

For purposes of this effort, the term “internet host” is construed to mean any
computer that communicates with other similar computers attached to the in-
ternet and that is directly used by one or more human beings. Although the
. work of the Group does not necessarily apply to devices whose primary function
is communications services (e.g., terminal servers, routers, bridges, monitoring
equipment), such relevance is not explicitly precluded. The single MIB pro-
duced shall instrument attributes common to all internet hosts including, for
example, both personal computers and systems that run variants of Unix.

The methodology of this Working Group is to focus entirely on the alignment
of existing, enterprise-specific MIBs for SNMP that are relevant to its task.
The Group will work towards its goal by distillation and generalization of these
existing MIBs into a single, common MIB definition.

Owing to the urgent operational need for managing host systems, this effort will
not be comprehensive in scope. Rather, the MIB produced by this Group will
be confined to critical information about hardware and software configuration,
processor and memory use, and data storage capacities, backup, and use.

Owing to the lack of a well-understood and accepted architecture, the Working
Group will not address in any way, mechanisms that could be used to monitor
or control the use of licensed software products.

All definitions produced by the Group will be consistent with the SNMP net-
work management framework and all other internet-standard MIBs for SNMP.
Wherever possible, the definitions produced will make use of or align with
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relevant work in progress with chartered working groups of the IETF. Also,
wherever possible, the Working Group will take into consideration pre-existing,
stable work produced by other, accredited standards bodies.

Goals and Milestones:

Done First Working Group meeting. Discuss the initial proposed document.
Sep 1992 Post an Internet Draft describing the Host Resources MIB.

Dec 1992 Submit the Host Resources MIB to the IESG as a Proposed Standard.
Oct 1992 Hold an interim meeting to discuss the current document.

Nov 1992 Meet at the IETF plenary to identify changes necessary for Working Group
closure.
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CURRENT MEETING REPORT

Reported by Steven Waldbusser/CMU

Minutes of the Host Resources MIB Working Group (HOSTMIB)

Review of Charter

The Charter was presented and briefly reviewed. The Charter’s aggressive schedule for
completion was also noted. A concern was voiced that the Charter was too narrow, but
there was general agreement that due to the desire to move quickly, a short, focused effort
needed to be made.

MIB Archive

An archive of vendor mibs for host management has been created and 10 vendors have
placed mibs there. In addition, a proposal for the Host MIB was created by Pete Grillo and
Steve Waldbusser and was placed in the archive.

The archived MIBs are available for anonymous FTP from lancaster.andrew.cmu.edu in the
directory pub/hostmib. Currently the following MIBs may be found there:

apple unix-Krupczak unix-cmu unix-sony
hostmib.txt unix-Rose-Davison unix-dec unix-sun
pc-att unix-bsd-2 unix-hp

Any other MIBs for host management should be sent via email to waldbusser@cmu.edu so
that they may be made available in the archive.

Several of the attendees mentioned that they had other MIBs to send to the archive. In
addition, somebody mentioned that MIT Pro Jject Athena has a MIB that should be included.

Host Resource MIB Proposal

Pete Grillo and Steven Waldbusser made a presentation of the MIB that they created and
were submitting to the Working Group us a starting point for the Group’s efforts. The MIB
was explained table by table and a demonstration was given that the MIB ob jects defined
were in fact platform independent, using Unix, PCs and Macintosh systems as examples.

After the presentation, there were many questions asked about the MIB. Several bugs was
found and many helpful suggestions were noted.
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One area that got a lot of attention was the software group which instruments the installed
software and the running software on a host. An opinion was raised that this installed
software table was hard to implement given the potentially large number of pieces of software
installed on a system. A couple of implementation strategies were suggested, and at least
one participant expressed plans to implement the table and report back on the feasibility.
A concern was also raised that this table might not represent software packages well, but
there wasn’t a generally accepted principle of what a software package would look like or
when it would be a general enough mechanism for a standard MIB.

Future Plans

There was general agreement that the proposed MIB should be used as a baseline for future
work by the Working Group. The comments received should be incorporated into another
draft which would be submitted as an Internet Draft.

The Working Group agreed with the aggressive schedule and that the Group should next

meet in September at a date and time to be announced later.
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2.3.7 IEEE 802.3 Hub MIB (hubmib)

Charter

Chair(s):

Keith McCloghrie, kzm@hls.com
Donna McMaster, mcmaster@synoptics. com

Mailing Lists:

General Discussion: hubmib@synoptics.com
To Subscribe: hubmib-request@synoptics.com
Archive: pub/humbib:sweetwater.synoptics.com

Description of Working Group:

This Working Group will produce a document describing MIB objects for use
in managing Ethernet-like hubs. A hub is defined as a multiport repeater that
conforms to Section 9, “Repeater Unit for 10 Mb/s Baseband Networks” in
the IEEE 802.3/ISO 8802-3 CSMA/CD standard (2nd edition, Sept. 1990).
These Hub MIB objects may be used to manage non-standard repeater-like
devices, but defining objects to describe vendor-specific properties of non-
standard repeater-like devices are outside the scope of this Working Group.
The MIB object definitions produced will be for use by SNMP and will be
consistent with other SNMP objects, conventions, and definitions.

In order to minimize the instrumentation burden on managed agents, the MIB
definitions produced by the Working Group will, wherever feasible, be seman-
tically consistent with the managed objects defined in the IEEE draft standard
P802.3K, “Layer Management for Hub Devices.” The Working Group will
base its work on the draft that is the output of the July 1991 IEEE 802 plenary
meeting. The Working Group will take special cognizance of Appendix B of
that specification that sketches a possible realization of the relevant managed
objects in the SNMP idiom.

Consistent with the IETF policy regarding the treatment of MIB definitions
produced by other standards bodies, the Working Group may choose to con-
sider only a subset of those objects in the IEEE specification and is under
no obligation to consider (even for “Optional” status) all objects defined in
the IEEE specification. Moreover, when Jjustified by special operational needs
of the community, the Working Group may choose to define additional MIB
objects that are not present in the IEEE specification.

Although the definitions produced by the Working Group should be architec-
turally consistent with MIB-II and related MIBs wherever possible, the Charter
of the Working Group does not extend to perturbing the conceptual models
implicit in MIB-II or related MIBs in order to accommodate 802.3 Hubs. In
particular, to the extent that the notion of a “port” in an 802.3 Hub is not
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consistent with the notion of a network “interface” as articulated in MIB-II, it
shall be modelled independently by objects defined in the Working Group.

Because the structure of 802.3 Hub implementations varies widely, the Working
Group shall take special care that its definitions reflect a generic and consistent
architectural model of Hub management rather than the structure of particular
Hub implementations.

The IEEE Hub Management draft allows an implementor to separate the ports

in a hub into groups, if desired. (For example, a vendor might choose to repre-
sent field-replaceable units as groups of ports so that the port numbering would
match a modular hardware implementation.) Because the Working Group
Charter does not extend to consideration of fault-tolerant, highly-available sys-
tems in general, its treatment of these groups of ports in an 802.3 Hub (if any)
shall be specific to Hub management and without impact upon other portions
of the MIB.

Goals and Milestones:

Done
Done
Done

Done

Done

Done

Distribute first draft of documents and discuss via E-mail.
Working Group meeting as part of IETF to review documents.

Distribute updated documents for more E-mail discussion.

Review all documents at IETF meeting. Hopefully recommend advancement

with specified editing changes.

Documents available with specified changes incorporated.

Submit the Repeater MIB to the IESG for consideration as a Proposed Stan-

dard.

Internet Drafts:

«Definitions of Managed Objects for IEEE 802.3 Repeater Devices”,07/23/1991,
Donna McMaster, Keith McCloghrie <draft-ietf-hubmib-mib-04.txt>
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CURRENT MEETING REPORT

Reported by Keith McCloghrie/Hughes
Minutes of IETF 802.3 Hub MIB Working Group (HUBMIB)

The meeting was called to order at 4:00 by co-Chairs Donna McMaster and Keith Mc-
Cloghrie.

Agenda

e Introduction
o IEEE Report
e Repeater MIB

— Status
~ Implementation Experience

Repeater MAU (Media Attachment Unit) MIB

— Review of Instantiation Issues
— Technical Walkthrough

¢ Plans for Future

IEEE Report

Donna summarized the status of the IEEE 802.3 Management work as follows:

o Repeater Management Draft
— Passed 2nd IEEE 802.3 confirmation ballot.
— Forwarded to TCCC ballot.
* Several comments.
* All but one easily resolved.
* Will go for TCCC confirmation ballot this month.

o MAU Management Draft

— Few changes from Feb-July 92 (through 3 meetings).
— Going for first 802.3 ballot.

* 802.3 Layer Management (like Ethernet-like Interfaces MIB)

— Being rewritten in ISO GDMO format.
— Some rearrangement of conformance packages.
— Frank Kastenholtz has details.
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Repeater MIB Status

The Repeater MIB had been updated after the last meeting, circulated to the Working
Group’s mailing list, updated according to the few comments received, and forwarded to the
IESG Area Director for Network Management with the Working Group’s recommendation
for advancement to Proposed Status. It was currently awaiting consideration by the Network
Management Directorate.

Implementation experience feedback from attendees brought forth the following comments:

e The nonDisruptiveSelfTest description should be clarified to allow returning “ok”
after doing only a trivial test.

o The setting of rptrReset to cause the Repeater to reset should allow the agent to
delay the reset (for a short period) if it so wishes (e.g., to allow the SNMP Response
to be transmitted.)

o It was suggested that the enumerated values autoPartitioned(1) and notAutoParti-
tioned(2) of the object rptrPortAutoPartitionState be changed to have the normal
condition (notAuthPartitioned) have the value (1), since the normal condition of most
other “state” MIB objects has the value (1).

It was agreed that the latter was preferable, but only if the MIB could be changed without
causing any further delay in the approval of the MIB. The others would be remembered for
updating the MIB at a later date (e.g., when moving from Proposed to Draft status).

Discussion of MAU MIB

A first draft of an IETF MAU MIB had been distributed at the last meeting, and a second
draft mailed to mailing list early June. Donna presented the following overview of MAU
management status and issues:

e 802.3 Medium Attachment Unit (MAU) attaches repeater port or Ethernet-like in-
terface to the local network medium.

o MAU types include 10BASES (thick coax), 10BASE2 (thin coax), 10BASE-T (twisted
pair), FOIRL and 10BASE-F (fiber optic).

¢ MIB information includes MAU type, link status, jabbering.

At the previous meeting, the issue of how to instantiate MAUs had been briefly discussed,
and a preliminary decision made to have separate MIB ob jects for Etherlike Interface MAUs
and Repeater MAUs. Before this meeting, Frank Kastenholz, editor of the Etherlike Inter-
faces MIB had expressed no interest in doing an Etherlike Interface MAU MIB. Thus, this
meeting decided to develop one MIB having both a table for Repeater MAUs indexed by
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“group.port.mau”, and a table for Etherlike Interface MAUs indexed by “interface.mau”,
even though these tables would be remarkably similar except for their indexing.

The meeting then proceeded with a walk-through of the objects contained in the current
MAU MIB draft (containing only the table indexed for Repeater MAUs). The following
issues were raised:

¢ The optional grouping in this MIB is slightly different to IEEE’s. No one had any
specific comments, but were invited to think about this issue and post any comments
to the mailing-list.

¢ The need for having multiple MAUs on a port was discussed, and it was suggested
that choice of media, and having a backup MAU were two reasons for this. Thus, it
was not thought to be necessary to allow there to be 65535 MAUs on each port !! It
was agreed that (1..9) was a good range, since this allowed the MAU-number to be
displayed as a single digit.

o It was suggested that rpMauType should be an OBJECT IDENTIFIER, and that
this MIB should define values for the various types (i.e., not use IEEE-defined values).

e The overlap between rpLostMedias with an object in the Ethernet-interface MIB was
discussed. Donna agreed to check further into this.

* An elaboration of the description of Jabber counters was requested, giving further
definition and/or an IEEE reference.

A number of other minor editorial changes were suggested and agreed.

Future Plans

A branch within the experimental subtree (as defined by the Internet SMI) would be re-
quested for use by this MIB.

The editors agreed to produce an updated draft of the MAU MIB and mail it to the
list for comments. After incorporating any further comments, it would be posted as an
Internet Draft. If no further comments were forthcoming, the mailing-list would be polled
to determine if there was consensus approval that the MIB was ready to be forwarded with
the Working Group’s recommendation for advancement to Proposed Standard status.

Attendees
David Arneson arneson@ctron.com
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2.3.8 Internet Accounting (acct)
Charter

Chair(s):
Cyndi Mills, cmills@nnsc.nsf.net
Gregory Ruth, gruth@bbn.com

Mailing Lists:
General Discussion: accounting-wg@wugate.wustl.edu

To Subscribe: accounting-vwg-request@wugate.wustl.edu
Archive:

Description of Working Group:

The Internet Accounting Working Group has the goal of producing standards
for the generation of accounting data within the Internet that can be used to
support a wide range of management and cost allocation policies. The intro-
duction of a common set of tools and interpretations should ease the implemen-
tation of organizational policies for Internet components and make them more
equitable in a multi-vendor environment.

In the following accounting model, this Working Group is primarily concerned
with defining standards for the Meter function and recommending protocols for
the Collector function. Individual accounting applications (billing applications)
and organizational policies will not be addressed, although examples should be
provided.

Meter <-> Collector <—> Application <~> Policy

First, examine a wide range of existing and hypothetical policies to understand
what set of information is required to satisfy usage reporting requirements.
Next, evaluate existing mechanisms to generate this information and define
the specifications of each accounting parameter to be generated. Determine
the requirements for local storage and how parameters may be aggregated.
Recommend a data collection protocol and internal formats for processing by
accounting applications.

This will result in an Internet Draft suitable for experimental verification and
implementation.

In parallel with the definition of the draft standard, develop a suite of test
scenarios to verify the model. Identify candidates for prototyping and imple-
mentation.
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Goals and Milestones:

Done
Done
Done

Done

Done
Done

Done

Policy models examined.
Internet Accounting Background Working Draft written.
Collection Protocols Working Papers written.

Internet Accounting Background final draft submitted as an informational doc-
ument.

Collection protocol working papers reviewed.
Collection protocol recommendation.

Architecture submission as Internet Draft.

Jul 1992  Architecture submission as RFC.

Done

Architecture working papers written.

Internet Drafts:

“Internet Accounting Meter Services MIB”, 07/09/1992, C. Mills, C. Brooks,
A. Owen <draft-ietf-acct-metermib-00.txt>

“INTERNET ACCOUNTING: USAGE REPORTING ARCHITECTURE”, 07/09 /1992,
C. Mills, K. Laube, G. Ruth <draft-ietf-acct-archreport-00.txt>

Request For Comments:

RFC 1272 “Internet Accounting: Background”
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CURRENT MEETING REPORT

Reported by Cyndi Mills/BBN

Minutes of the Internet Accounting Working Group (ACCT)

Document Status

o Internet Accounting Background: published as an RFC in November 1991.

e Internet Accounting Architecture: needs some clarification, otherwise it is ready for
security review and publication as an RFC.

¢ Internet Accounting MIB: simplifications needed, not ready for publication as MIB
yet.

The University of Auckland is implementing the MIB and will report on their progress at
the next IETF. Nevil Brownlee submitted several suggested modifications which require
clarification on the mailing list. It was agreed that the MIB will be published as an Exper-
imental MIB in the hope that network management protocols will improve sufficiently in
the next year to provide a better basis for a standard accounting MIB. In particular, bulk
transfer and the reporting of data in traps are desirable.

A second implementation is needed. It was suggested that we solicit support from FARNET,

publish an article in the Simple Times, and give a plenary technical presentation at the next
IETF.

Semyan Dukach of MIT gave a brief presentation on has work on application-level billing
protocols.

Future Direction

The Internet Accounting Working Group plans to hold its last active meeting in November,
since with the publication of the three documents it has fulfilled its Charter. At that meeting
the final recommendation to the IESG for the status (e.g., Draft Standard or Experimental)
of the architecture and the MIB will be made. Any further activity after that will take place
on the mailing list.

Possible future directions for future working groups include:

¢ Implementor’s Working Group to improve SNMP MIB.
SMP and/or SNMP over TCP/IP implementation.

¢ Application-level accounting extensions.

¢ Exploration of Tariffs for the Internet.
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2.3.9 Token Ring Remote Monitoring (trmon)

Charter

Chair(s):

Michael Erlinger, mike®@lexcel.com

Mailing Lists:
General Discussion: rmonmib@lexcel.com

To Subscribe: rmonmib-request@lexcel.com
Archive:

Description of Working Group:

The Token Ring Remote Monitoring MIB Working Group is chartered to pro-
duce a new MIB specification that extends the facilities of the existing Remote
Monitoring (RMON) MIB (RFC 1271) for use in monitoring IEEE 802.5 Token
Ring networks.

The Token Ring RMON MIB extensions will be developed in the same archi-
tectural framework as the existing Ethernet-based RMON MIB. The original
RMON MIB architecture was designed with the intention of incorporating MIB
extensions devoted to monitoring other network media types. This Token Ring
activity is the first attempt at such integration.

In creating the Token Ring Extensions the Working Group will, wherever possi-
ble, conform to terminology and concepts defined by relevant IEEE standards.
It may be that a MIB devoted to monitoring may need to expand on the IEEE
objects and definitions. Such modifications will be accompanied by a detailed
rationale.

All work produced by the Token Ring Remote Monitoring Working Group will
be consistent with the existing SNMP network management framework and
standards.

Goals and Milestones:

Done

Mar 1992

Jul 1992

Nov 1992

Discussion and agreement on models and terminology. Comparison of RMON
architecture and Token Ring requirements. Assign author and editor responsi-
bilities.

Working Group Meeting at IETF. Present and confirm results of February
meeting. Develop MIB draft. Publish initial version as Internet Draft.

Working Group Meeting at IETF to discuss and revise draft of Token Ring
Extensions. Publish revised version as Internet Draft.

Working Group meeting to discuss and reach closure on Token Ring MIB Ex-
tensions MIB. Publish agreed version MIB as Internet Draft. Make Working
Group recommendation on Token Ring Extensions MIB.
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CURRENT MEETING REPORT

Minutes of the Token Ring Remote Monitoring MIB Working Group (TRMON)

Report not submitted. Please refer to the Area Report for a brief summary.
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2.3.10 X.25 Management Information Base (x25mib)
Charter

Chair(s):
Dean Throop, throop@dg-rtp.dg.com

Mailing Lists:
General Discussion: x25mib@dg-rtp.dg.com
To Subscribe: x25mib-request@dg-rtp.dg.com
Archive: dg-rtp.dg.com:x25mib/Current.Mail

Description of Working Group:

This Working Group will produce a set of three documents that describe the
Management Information Base for X.25. The first document will specify the
objects for the X.25 Link Layer. The second document will specify the objects
for the X.25 Packet Layer. The third document will specify the objects for
managing IP over X.25. The Working Group need not consider the Physical
Layer because the “Definition of Managed Objects for RS-232-like Hardware
Devices” already defines sufficient objects for the Physical Layer of a traditional
X.25 stack. Any changes needed at the Physical Layer will be addressed as part
of that activity.

The X.25 object definitions will be based on ISO documents 7776 and 8208
however nothing should preclude their use on other similar or interoperable
protocols (i.e., implementations based on CCITT specifications).

The objects in the Link and Packet Layer documents, along with the RS-232-
like document, should work together to define the ob Jjects necessary to manage
a traditional X.25 stack. These objects will be independent of any client using
the X.25 service. Both of these documents assume the interface table as defined
in MIB-II contains entries for the Link and Packet Layer interfaces. Thus these
documents will define tables of media specific objects which will have a one
to one mapping with interfaces of ifType ddn-x25, rfc877-x25, or lapb. The
objects for the IP to X.25 convergence functions will be defined analogously
with the ipNetToMedia objects in MIB II.

The Working Group will endeavor to make each layer independent from other
layers. The Link Layer will be independent of any Packet Layer protocol above
it and should be capable of managing an ISO 7776 (or similar) Link Layer
provider serving any client. Likewise the X.25 Packet Layer ob Jjects should be
independent of the Link Layer below it and should be capable of managing an
ISO 8208 (or similar) Packet Layer serving any client.

The Working Group will also produce a third document specifying the objects
for managing IP traffic over X.25. These objects will reside in their own table
but will be associated with the X.25 interfaces used by IP. These ob jects will not
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address policy decisions or other implementation specific operations associated
with X.25 connection management decisions except as explicitly described in
existing standards. These objects will manage the packet flow between IP and
the

X.25 Packet Layer specifically including observation of packet routing and diag-
nosis of error conditions. Progress on the Link and Packet Layer documents will
not depend on progress of the IP over X.25 document. The IP over X.25 docu-
ment will proceed on a time available basis after work on the Link and Packet
Layer documents and as such the Link and Packet Layers may be completed
before the IP over X.25 work.

All documents produced will be for use by SNMP and will be consistent with
other SNMP objects, conventions, and definitions (such as Concise MIB for-
mat). To the extent feasible, the object definitions will be consistent with
other network management definitions. In particular ISO/IEC CD 10733 will
be considered when defining the objects for the X.25 Packet Layer.

Goals and Milestones:

Done Distribute first draft of documents and discuss via E-mail.

Done Working Group meeting as part of IETF to review documents.

Done Distribute updated documents for more E-mail discussion.

Nov 1991 Review all documents at IETF meeting. Hopefully recommend advancement

with specified editing changes.

Jan 1992 Documents available with specified changes incorporated.

Internet Drafts:

«“SNMP MIB extension for LAPB”, 10/07/1991, Dean Throop, Fred Baker
<draft-ietf-x25mib-lapbmib-05.txt>

«SNMP MIB extension for MultiProtocol Interconnect over X.25”,10/07/1991,
Dean Throop <draft-ietf-x25mib-ipox25mib-03.txt>

«GNMP MIB extension for the X.25 Packet Layer”, 10/07/1991, Dean Throop
<draft-ietf-x25mib-x25packet-05.txt>
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CURRENT MEETING REPORT

Reported by Dean Throop/Data General
Minutes of the X.25 Management Information Base Working Group (X25MIB)

The X25MIB Working Group met July 16th at the IETF meeting in Cambridge. The status
of the LAPB and X.25 MIBs were discussed. The SNMP Directorate has reviewed the MIBs
and they requested some changes to x25CallParmIndex. These changes should simplify the
description. They also requested a number of other minor changes. Updated versions of
those documents will be forthcoming.

The Working Group also discussed the MultiProtocol Interconnect over X.25 MIB. The
Group approved the draft without any changes and the document has been referred to the
Network Management Area Director.

Attendees

Cathy Cunningham cmc@microcom. com

Michael Davison

Zbigniew Kielczewski zbigQeicon.qc.ca

Andrew Malis malis@bbn.com

Rodney Thayer rodney@world.std.com

Mark Therieau markt@python.eng.microcom.com

Dean Throop throopQdg-rtp.dg.com



182 CHAPTER 2. AREA AND WORKING GROUP REPORTS



24. OSIINTEGRATION AREA 183

2.4 OSI Integration Area

Director(s):

o David M. Piscitello: dave@sabre.bellcore.com
e Erik Huizer: Erik.Huizer@surfnet.nl

Area Summary reported by Dave Piscitello/Bellcore and Erik Huizer/SURFnet

The OSI area contains the following working groups:

NOOP Network Osi Operations

MPSNMP SNMP over a Multi-protocol Innternet

OSI-DS OSI Directory Services

MHS-DS Message Handling Service Usage of Directory Services
X.4000PS X.400 Operations

MIMEMHS MIME to MHS Mapping

ODA Office Documentation Architecture

The OSI General Working Group has been disbanded.

Related working groups:

DISI Directory Information Services Infrastructure Working Group (report
under User Services area)

BOFs in the OSI Integration Area held in Boston.

SWIP Shared Whois Information Project

UDI Universal Document Identifiers
Related BOF:

NIR Networked Information Retrieval BOF (report under User Services
area)
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Shared Whois Information Project BOF (SWIP)

This BOF was organised by Merit to discuss the possibilities for using X.500 to set up a
shared whois like service between the Major network coordination centers (currently there
are 3: Ripe NCC, GSI- NIC, Merit) in the Internet. This is meant for easy access and
exchange of network management data. Which ip address belongs to who, what point of
contact, etc.

The goals of the SWIP BOF were to a) present the idea and project that Merit had conceived
of to converge the network data stored by GSI-NIC, RIPE, and Merit. b) get general
agreement on the idea and the method being used ¢) define requirements for a shared whois
database d) get consensus on the need for a distributed whois database of networks and a
consensus that the platform be X.500.

Most of these goals were achieved. There was a very clear consensus from the attendees that
a distributed whois database of networks should be implemented, should be done in X.500,
and that it should be done “right”. It was further decided that Merit should proceed with
their X.500 project to converge the network data currently available from RIPE, GSI-NIC,
and Merit, and for them to put into place a procedure to keep the data converged until the
distributed whois database is in place and working. There is an action item to combine the
two X.500 architectural models presented in the bof pertaining to a distributed model for
network data.

Universal Document Identifiers BOF (UDI)

This Group discussed naming issues intended to support the discovery and access of re-
sources in an Internet environment. It was agreed that the term “Uniform Resource Loca-
tor” (URL) would be used to refer to standardized identifiers which specify location infor-
mation for resources. The discussion of other aspects of the naming problem was deferred
until a later meeting.

A document written by Tim Berners-Lee (timbl@info.cern.ch) proposing a standard for
URLs was discussed and the syntax and general content of the document was accepted
with some revisions. The revised document will be made available from info.cern.ch and
circulated to the list below for further discussion.

The Group decided to draw up a charter and form an IETF working group on this issue.
The