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Chairman’s Message

St. Louis IETF Meeting

Once again, I must search for a new set of superlatives to describe our latest IETF
hosts. I want to express my thanks to Washington University, especially Guru
Parulkar, Martin Dubetz, and Kathy Atnip for the outstanding support and ser-
vices they provided at the March 1991 IETF meeting. Thanks to their fine efforts, we
did not have a “terminal” room in St. Louis - it was a full “computer room”, with
multiple PCs, workstations, X-windows terminals, laptop computer ethernet access,
and printers.

Thanks to a cooperative arrangement with Southwest Bell, we had an innovative
SMDS link at T1 speed. By the end of the week, there were some hard-working, but
sleepy looking Wash University folks, who had spent some long hours providing these
fine services. We owe them all a debt of thanks.

Of course, there is a downside that was pointed out by Vint Cerf. In the past, you
could count on a low volume of email during IETF week, so that you wouldn’t be
too far behind after being out of the office for most of a week. At the last few IETF
meetings, however, the connectivity has been so good that normal business seems to
keep on going. For those of us who don’t get to spend as much time in the “computer
room” as we'd like, we are now assured of being buried in email by the end of the
week!

This is a problem I’'m pleased to have, so let me again thank Washington University,
and our other recent hosts for presenting us with this unique “problem”!

Routing Protocols

There was a great deal of activity in the area of routing protocols at the March IETF
meeting. The IESG routing Area Director, Bob Hinden (BBN), presented a set of
criteria for advancing routing protocols through the Internet standardization process.
Perhaps most far-reaching, was the notion that reports giving details of implemen-
tation experience and an analysis of the scaling behavior were requested. Asking
about operational and implementation experience codifies the Internet philosophy
that protocols should be tested before being standardized.

Two routing protocols were presented for advancment under these new criteria —
OSPF and BGP. OSPF is an intra-AS routing protocol (i.e., IGP) which was pro-
posed for advancement to Draft Standard. BGP is an inter-AS routing protocol,
also proposed to advance to Draft Standard. Both protocols received a very thor-

ough discussion, and the IESG expects to recommend both for advancement to Draft
Standard.

There were some questions about the notion of a “common” IGP. By “common”, we



simply mean a protocol that is ubiquitously available from all router vendors (as in
‘in common’). Users and network operators have expressed a strong need for routers
from different vendors to have the capablity to interoperate within an AS through
use of a common IGP.

In February 1990, the IESG recommended that the question of designating a “com-
mon” IGP be postponed until more information was available. More than a year
has now passed since the IESG’s recommendation, and many seemed to feel that it
was now reasonable to re-open the consideration of designating a “common IGP”.
In particular, the Router Requirements document is now reaching closure, and many
felt that a “common” IGP should designate in that document. The IESG agreed
that a “common IGP” should be named in the Router Requirements document, and
you can expect to see a recommendation from the IESG on this topic in time for the
Atlanta IETF meeting.

More Kudos

Last, and certainly not least, I'd like to thank Megan Davies for coordinating the St.
Louis Meeting and Candice Moshos for the outstanding job she did in assisting in
that process. We are being spoiled with excellence at every turn!

Next IETF Meeting — Atlanta, July 29 - August 2

The next IETF meeting will be hosted by BellSouth and Caroline Cranfill in Atlanta
(July 29 - August 2). Another good meeting is already taking shape. We hope to have
joint sessions with the Trusted Systems Information Group (TSIG) to begin looking
at a commercial IP security option and at ways to make NFS more secure, and, as
mentioned above, we hope to open the issue of a “common IGP”. I look forward to
seeing you all there.



Final Agenda of the Twentieth IETF
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e Management Services Interface WG (Oscar Newkerk/DEC)
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Internet Mail Extensions WG (Greg Vaudreuil/CNRI)
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Service Location Protocol WG (John Veizades/Apple)
Site Security Policy Handbook WG

(Paul Holbrook/CICNet and Joyce Reynolds/ISI)
X.400 Operations WG (Alf Hansen/UWisc)

Break (Refreshments provided)

Technical Presentations

“Introduction to OSPF Simulation Demonstration”
(Deepinder Sidhu/UMBC)

“Architecture and Goals for the Interim Interagency
National Research and Education Network (NREN)”
(William Johnston/LBL and Peter Ford/LANL)



7:00-10:00 pm Evening Sessions

o Conditioning of By-request Network Resources BOF
(Andy Nicholson/CRAY)
e  Multicast Extensions to OSPF WG
(Steve Deering/Xerox PARC)
Privacy Enhanced Mail II BOF (James Galvin/TIS)
e Remote LAN Monitoring WG
(Mike Erlinger/Micro Technology)



WEDNESDAY, March 13, 1991

8:30-9:00 am
9:00-9:30 am

9:30-12:00 noon

10:30-10:45 am
1:30-3:30 pm

3:30-4:00 pm

Continental Breakfast

Technical Presentations

“Routing Protocol Standardization Criteria”

(Bob Hinden/BBN)
“DNS Issues” (Philip Almquist/Consultant)
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IP over Large Public Data Networks WG
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Office Document Architecture WG (Peter Kirstein/UCL)
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Break (Coffee provided)

Afternoon Sessions I

Border Gateway Protocol WG (Yakov Rekhter/IBM)
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IP over Large Public Data Networks WG
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Network Information Services Infrastructure WG
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Network Joint Management WG (Gene Hastings/PSU)
Telnet WG (Dave Borman/Cray Research)

X.400 Operations WG (Alf Hansen/UWisc)

Routing Simulator Demonstration (Deepinder Sidhu/UMBC)

Break (Refreshments provided)



4:00-6:00 pm Technical Presentions

e  “NREN Legislative Update” (Bill Bostwick/Federal
Networking Council)

e  “Advanced Network Research at Washington University”
(Jonathan Turner/WashU)

o “Experiments with DEC-bit Congestion Avoidance”
(Rick Wilder/Mitre)

7:00-10:00pm Evening Session

o  Border Gateway Protocol WG (Yakov Rekhter/IBM)
SNMP Authentication WG (James Galvin/TIS)
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8:30-9:00 am
9:00-12:00 noon

10:30-10:45 am
1:30-4:00 pm

4:00-4:30 pm
4:30-6:00 pm
7:00pm-10:00

Continental Breakfast, No Morning Plenary
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* BGP and IPLPDN will meet jointly from 9:00-10:30. After the “Break” they will

meet separately.
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FRIDAY, March 15, 1991

8:30-9:00 am
9:00-11:30 am

10:15-10:30 am
11:30-12:00 noon
12:00 pm

Continental Breakfast
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Group Presentations .
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Rob Hagens/UWisc)

Operations Area (Interim - Phill Gross/CNRI)
Network Management Area (Chuck Davin/MIT)

Break (Coffee provided)
Concluding Remarks (Phill Gross/CNRI)

Adjourn



Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) has grown into a large open community of
network designers, operators, vendors, and researchers concerned with the evolution of
the Internet protocol architecture and the smooth operation of the Internet. The IETF
began in January 1986 as a forum for technical coordination by contractors working on the
ARPANET, DDN, and the Internet core gateway system.

The IETF mission includes:

e Specifying the short and mid-term Internet protocols and architecture for the Internet,

Making recommendations regarding Internet protocol standards for IAB approval,

Identifying and proposing solutions to pressing operational and technical problems in
the Internet,

Facilitating technology transfer from the Internet Research Task Force, and

Providing a forum for the exchange of information within the Internet community
between vendors, users, researchers, agency contractors, and network managers.

Technical activity on any specific topic in the IETF is addressed within Working Groups.
All Working Groups are organized roughly by function into eight technical areas. Each is
led by an Area Director who has primary responsibility for that one area of IETF activity.
Together with the Chair of the IETF, these eight technical Directors compose the Internet
Engineering Steering Group (IESG).

11



12 CHAPTER 1. IETF OVERVIEW

The current Areas and Directors, which compose the IESG, are:

IETF and IESG Chair: Phill Gross/CNRI

Applications: Russ Hobby/UC-Davis

Internet and Noel Chiappa/Consultant
Transport Services Dave Borman/Cray

Network Management: James Davin/ MIT

OSI Integration: Rob Hagens/UWisc and

Ross Callon/DEC
Operational Requirements: Phill Gross/CNRI (interim)

Routing: Robert Hinden/BBN
Security: Steve Crocker/TIS
User Services Joyce Reynolds/ISI
Standards Management: Dave Crocker/DEC
IESG Secretary: Greg Vaudreuil/CNRI

The Working Groups conduct business during plenary meetings of the IETF, during meet-
ings outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds plenary sessions three times a year composed of Working Group Sessions,
Technical Presentations and Network Status Briefings. The meetings are currently four and
one half days long and include an open IESG meeting.

Meeting reports, Charters (which include the Working Group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several
Internet hosts including nnsc.nsf.net.

Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the Working Groups, as well as a general IETF list. Mail on the
Working Group mailing lists is expected to be technically relevant to the Working Groups
supported by that list.

To join a mailing list, send a request to the associated request list. All internet mail-
ing lists have a companion “-request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the gen-

eral IETF mailing list. For general inquiries about the IETF, send a request to ietf-request@isi.edu.
An archive of mail sent to the IETF list is available for anonymous ftp from the directory
“ftp/irg/ietf on venera.isi.edu
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1.1 Future IETF Meeting Sites
Summer 1991

BellSouth Services
Host: Caroline Cranfill
July 29th - August 2nd

Fall/ Winter 1991

Los Alamos National Laboratory
Host: John Morrison and Dale Land
November 18th - 22nd

Spring 1992

San Diego Supercomputer Center
Host: E. Paul Love, Jr. and Hans-Werner Braun
March 92 (tentative)
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1.2 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all its ac-
tivities. This information is available via FTP through the NSFnet Service Center (NNSC)
and through several "shadow” machines. These ”"shadow” machines may in fact be more
convenient than the NNSC. Procedures for retrieving the information are listed below.

Directory Locations

Information pertaining to the IETF, its Working Groups and Internet Drafts can be found
in either the “IETF” Directory or the “Internet-Drafts” Directory. (For a more detailed
description of these Directories, please see Section 1.2.1 and 1.2.2). To retrieve this in-
formation via FTP, establish a connection, then Login with username ANONYMOUS and
password GUEST. When logged in, change to the directory of your choice with the following
commands:

cd ietf cd internet-drafts

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 00README readme.my.copy

NSF Network Service Center Address: nnsc.nsf.net (192.31.103.6) The Defense Data
Network NIC Address: nic.ddn.mil (192.67.67.20)

Internet-drafts are also available by mail server from this machine. For more
information mail a request:

To: service@nic.ddn.mil
Subject: Help

NIC staff are happy to assist users with any problems that they may encounter
in the process of obtaining files by FTP or “SERVICE”. For assistance, phone
the NIC hotline at 1-800-235-3155 between 6:00am and 5:00pm Pacific time.

Pacific Rim Address: munnari.oz.au (128.250.1.21)
¢ The Internet Drafts on this machine are stored in Unix compressed form (.Z).
Europe Address: nic.nordu.net (192.36.148.17)

e This machine will accept only an email address as the password.
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1.2.1 The IETF Directory

Below is a list of the files available in the IETF directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with
a 1 contain general information about the IETF, the Working Groups, and the Internet
Drafts.

FILE NAME

Omtg-agenda The current Agenda for the upcoming IETF plenary, containing
scheduled Working Groups meetings, Technical Presentations and
Network Status Reports.

Omtg-at-a-glance The announcement for the upcoming IETF plenary, containing spe-
cific information on the date/location of the meeting, hotel/airline
arrangements, meeting site accommodations and meeting costs.

Omtg-rsvp A standardized RSVP form to notify the staff of your plans to attend
the upcoming IETF meeting.

Omtg-sites Current and future meeting dates and sites for IETF plenaries.

lid-abstracts The Internet Drafts currently on-line in the Internet-Drafts directory.

lid-guidelines Instructions for authors of Internet Drafts.

lietf-description A short description of the IETF, the IESG and how to participate.

1lwg-summary A listing of all current Working Groups, the Working Group Chairs

and their email addresses, Working Group mailing list addresses, and
where applicable, documentation produced. This file also contains
the standard acronym for the Working Groups by which the IETF
and Internet-Drafts directories are keyed.

Finally, Working Groups have individual files dedicated to their particular activities which
contain their respective Charters and Meeting Reports. Each Working Group file is named
in this fashion:

<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “ls” command will permit you to review what Working Group files are available
and the specific naming scheme to use for a successful anonymous ftp action.
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1.2.2 The Internet-Drafts Directory

The “Internet-Drafts” directory has been installed to make available, for review and com-
ment, draft documents that will be submitted ultimately to the IAB and the RFC Ed-
itor to be considered for publishing as RFC’s. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts directory. Comments are welcome and should be
addressed to the responsible person whose name and email addresses are listed on the first
page of the respective draft.

The documents are named according to the following conventions. If the document was
generated in an IETF Working Group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the Working Group acronym, <docname> is a very short name,
and <rev> is the revision number.

If the document was submitted for comment by a non-ietf group or author, the filename is:
draft-<org>-<author>-<docname>-<rev>.txt, or .ps
where <org> is the organization sponsoring the work and <author> is the author’s name.

For more information on writing and installing an Internet Draft, see the file lid-guidelines,
“Guidelines to Authors of Internet Drafts”.
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1.3 Guidelines to Authors of Internet Drafts

The Internet-Drafts Directory is available to provide authors with the ability to distribute
and solicit comments on documents they plan to submit as RFC’s. Submissions to the
Directory should be sent to “internet-drafts@nri.reston.va.us”. Unrevised documents
placed in the Internet-Drafts Directory have a maximum life of six months. After that
time, they will either be submitted to the RFC editor or will be deleted. After a document
becomes an RFC, it will be replaced in the Internet-Drafts Directory with an announcement
to that effect for an additional six months.

Internet Drafts are generally in the format of an RFC. This format is described in RFC
1111.

Following the practice of the RFCs, submissions are acceptable in postscript format. We
do however, strongly encourage submission of a matching ascii version (even if figures must
be deleted) for readers without postscript printers and for online searches.

There are differences between the RFC and Internet Draft format. The Internet Drafts are
not RFC’s and are not a numbered document series. The words “INTERNET-DRAFT”
should appear in place of “RFC XXXX” in the upper left hand corner. The document
should not refer to itself as an RFC or a Draft RFC.

The Internet Draft should neither state nor imply that it is a proposed standard. To do
so conflicts with the role of the IAB, the RFC Editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed, Draft,
Experimental, Historical, Required, Recommended, Elective, or Restricted in the title of
the draft. These are common words in the “Status of the Memo” section and may cause
confusion if placed in the title.

The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. The abstract
should follow the “Status of this Memo” section. If the draft becomes an RFC, the Status
of the Memo section will be filled in by the RFC editor with a status assigned by the IAB.
As an Internet Draft, that section should contain a statement approximating one of the
following statements:
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1. This draft document will be submitted to the RFC editor as a standards document.
Distribution of this memo is unlimited. Please send comments to ..ccc.cceceeveanennreannnne.

2. This draft document will be submitted to the RFC editor as an informational docu-
ment. Distribution of this memo is unlimited. Please send commentsto ...cccccccueeeerreeeinannn.

If the draft is lengthy, please include on the second page, a table of contents to make the
document easier to reference.
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1.4 IETF Working Group Summary (by Area)

Applications
Russ Hobby
rdhobbyQucdavis.edu

Distributed Scheduling Protocol (chronos)
Chair(s): Paul Linder lindner@boombox.micro.umn.edu
WG mail: chronos@boombox.micro.umn.edu
To Join: chronos-request@boombox.micro.umn.edu

Internet Mail Extensions (smtpext)
Chair(s): Gregory Vaudreuil = gvaudre@nri.reston.va.us
WG mail: ietf-smtp@dimacs.rutgers.edu
To Join: ietf-smtp-request@dimacs.rutgers.edu

Internet Message Extentions (822ext)
Chair(s): Gregory Vaudreuil = gvaudre@nri.reston.va.us
WG mail: ietf-822@dimacs.rutgers.edu
To Join: ietf-822-request@dimacs.rutgers.edu

Network Database (netdata)
Chair(s): Daisy Shen daisy@watson.ibm.com
WG mail: ietf-ndbQucdavis.edu
To Join: ietf-ndb-requestQucdavis.edu

Network News Transport Protocol (nntp)
Chair(s): Eliot Lear
WG mail: ietf-nntp@turbo.bio.net
To Join: ietf-nntp-request@turbo.bio.net

Distributed File Systems (dfs)
Chair(s): Peter Honeyman honey@citi.umich.edu
WG mail: dfs-wg@citi.umich.edu
To Join: dfs-wg-request@citi.umich.edu

Domain Name System (dns)
Chair(s): Michael Reilly reilly@pa.dec.com
WG mail: dns-wg@nsl.dec.com
To Join: dns-wg-request@nsl.dec.com

21



22 CHAPTER 1.

Network Fax (netfax)
Chair(s): Mark Needleman mhn@stubbs.ucop . edu
WG mail: netfax@stubbs.ucop.edu
To Join: netfax-request@stubbs.ucop.edu

Network Printing Protocol (npp)
Chair(s): Glenn Trewitt trewitt@pa.dec.com
WG mail: print-wg@pluto.dss.com
To Join: print-wg-request@pluto.dss.com

TELNET (telnet)
Chair(s): Dave Borman dab@cray . com
WG mail: telnet-ietf@cray.com
To Join: telnet-ietf-request@cray.com

IETF OVERVIEW
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Network Management
J.R. Davin
jrd@ptt.lcs.mit.edu

Remote LAN Monitoring (rlanmib)
Chair(s): Mike Erlinger mike@mti.com
WG mail: rlanmib@mti.com
To Join: rlanmib-request@mti.com

X.25 Management Information Base (x25mib)
Chair(s): Dean Throop throopQdg-rtp.dg.com
WG mail: x25mib@dg-rtp.dg.com
To Join: x25mib-request@dg-rtp.dg.com

Bridge MIB (bridge)
Chair(s): Fred Baker fbaker@emerald.acc.com
WG mail: bridge-mib@nsl.dec.com
To Join: bridge-mib-request@nsl.dec.com

Character MIB (charmib)
Chair(s): Bob Stewart rlstewart@eng.xyplex.com
WG mail: char-mib@decwrl.dec.com
To Join: char-mib-request@decwrl.dec.com

DECnet Phase IV MIB (decnetiv)
Chair(s): Jonathan Saperia saperia@decwrl.enet.dec.com
WG mail: phiv-mib@jove.pa.dec.com
To Join: phiv-mib-requestQjove.pa.dec.com

FDDI MIB (fddimib)
Chair(s): Jeffrey Case case@cs.utk.edu
WG mail: £ddi-mib@CS.UTK.EDU
To Join: fddi-mib-request@CS.UTK.EDU

Internet Accounting (acct)
Chair(s): Cyndi Mills cmills@bbn.com
WG mail: accounting-wg@bbn.com
To Join: accounting-wg-request@bbn.com
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Management Services Interface (msi)
Chair(s): Oscar Newkerk newkerk@decwet . enet.dec.com
Sudhanshu Verma verma@hpindbu.cup.hp.com
WG mail: msiwg@decwrl.dec.com
To Join: msiwg-request@decwrl.dec.com

OSI Internet Management (oim)
Chair(s): Lee LaBarre cel@mbunix.mitre.org
Brian Handspicker bd@vines.enet.dec.com
WG mail: oim@mbunix.mitre.org
To Join: oim-request@mbunix.mitre.org

SNMP Security (snmpsec)
Chair(s): James Galvin galvin@tis.com
Keith McCloghrie kzm@hls.com
WG mail: snmp-sec-dev@tis.com
To Join: snmp-sec-dev-request@tis.com

Simple Network Management Protocol (snmp)
Chair(s): Marshall Rose mrose@psi.com
WG mail: snmp-wg@nisc.nyser.net
To Join: snmp-wg-request@nisc.nyser.net
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OSI Integration
Ross Callon
callon@bigfut.enet.dec.com
Rob Hagens
hagens@cs.wisc.edu

Network OSI Operations (noop)
Chair(s): Susan Hares skh@merit.edu
WG mail: noop@merit.edu
To Join: noop-request@merit.edu

Office Document Architecture (oda)
Chair(s): Peter Kirstein kirstein@cs.ucl.ac.uk
WG mail: ietf-osi-oda@cs.ucl.ac.uk
To Join: ietf-osi-oda-request@cs.ucl.ac.uk

X.400 Operations (x4000ps)
Chair(s): Alf Hansen Alf .Hansen@pilot.cs.wisc.edu
WG mail: ietf-osi-x400ops@pilot.cs.wisc.edu
To Join: ietf-osi-x400ops-request@pilot.cs.wisc.edu

Assignment of OSI NSAP Addresses (osinsap)
Chair(s): Richard Colella colellaQosi3.ncsl.nist.gov
WG mail: ietf-osi-nsap@osi3.ncsl.nist.gov
To Join: ietf-osi-nsap-request@osi3.ncsl.nist.gov

OSI Directory Services (osids)
Chair(s): Steve Kille S.Kille@cs.ucl.ac.uk
WG mail: jetf-osi-ds@cs.ucl.ac.uk
To Join: ietf-osi-ds-request@cs.ucl.ac.uk

OSI General (osigen)
Chair(s): Robert Hagens hagens@cs.wisc.edu
Ross Callon callon@bigfut.enet.dec.com
WG mail: ietf-osi@cs.wisc.edu
To Join: ietf-osi-request@cs.wisc.edu

OSI X.400 (osix400)
Chair(s): Rob Hagens hagens@cs.wisc.edu
WG mail: ietf-o0si-x400@cs.wisc.edu
To Join: 1ietf-osi-x400-request@cs.wisc.edu
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Operational Requirements
Phill Gross (Interim)
pgross@nri.reston.va.us

DDN Interconnectivity (ddniwg)
Chair(s): Kathleen Huber kKhuber@bbn.com
WG mail:
To Join:

Operational Statistics (opstat)
Chair(s): Bernhard Stockman bygg@sunet.se
Phillip Gross pgross@nri.reston.va.us
WG mail:
To Join:

Benchmarking Methodology (bmwg)
Chair(s): Scott Bradner sob@harvard.edu
WG mail: bmwg@harvisr.harvard.edu
To Join: bmwg-request@harvisr.harvard.edu

Network Joint Management (njm)
Chair(s): Gene Hastings hastings@psc.edu
WG mail: njm@merit.edu
To Join: njm-request@merit.edu

Topology Engineering (tewg)
Chair(s): Not Yet Filled
WG mail: tewg@devvax.tn.cornell.edu
To Join: tewg-request@devvax.tn.cornell.edu

User Connectivity (ucp)
Chair(s): Dan Long long@nic.near.net
WG mail: ucp@nic.near.net
To Join: ucp-request@nic.near.net
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Routing
Bob Hinden
hinden@bbn.com

Border Gateway Protocol (bgp)
Chair(s): Yakov Rekhter yakov@ibm.com
WG mail: iwg@rice.edu
To Join: iwg-request@rice.edu

IP over Large Public Data Networks (iplpdn)
Chair(s): George Clapp meritec!clappQuunet.uu.net
WG mail: iplpdn@nri.reston.va.us
To Join: iplpdn-request@nri.reston.va.us

ISIS for IP Internets (isis)
Chair(s): Ross Callon callon@bigfut.enet.dec.com
WG mail: isis@merit.edu
To Join: 1isis-request@merit.edu

Inter-Domain Policy Routing (idpr)
Chair(s): Martha Steenstrup  msteenst@bbn.com
WG mail: idpr-wgebbn.com
To Join: idpr-wg-request@bbn.com

Multicast Extentions to OSPF (mospf)
Chair(s): Steve Deering deering@xerox.com
WG mail: mospf@devvax.tn.cornell.edu
To Join: mospf-request@devvax.tn.cornell.edu

Open Shortest Path First IGP (ospf)
Chair(s): Mike Petry petry@trantor.umd.edu
John Moy jmoy@proteon.com
WG mail: ospfigp@trantor.umd.edu
To Join: ospfigp-requestQtrantor.umd.edu

27



28 CHAPTER 1.

Security
Steve Crocker
crocker@tis.com

Commercial Internet Protocol Security Option (cipso)
Chair(s): Ron Sharp rls@neptune.att.com
WG mail: cipso@wdli.wdl.loral.com
To Join: cipso-request@wdli.wdl.loral.com

Common Authentication Technology (cat)

Chair(s): John Linn zendia.enet.dec.com
WG mail: TBD
To Join:

IP Authentication (ipauth)
Chair(s): Jeffrey Schiller jisOmit.edu
WG mail: awg@bitsy.mit.edu
To Join: awg-request@bitsy.mit.edu

Internet Security Policy (spwg)
Chair(s): Richard Pethia rdpQcert.sei.cmu.edu
WG mail: spwg@nri.reston.va.us
To Join: spwg-request@nri.reston.va.us

Site Security Policy Handbook (ssphwg)
Chair(s): J. Paul Holbrook holbrook@cic.net
Joyce K. Reynolds jkreyQisi.edu
WG mail: ssphwg@cert.sei.cmu.edu
To Join: ssphwg-request@cert.sei.cmu.edu

IETF OVERVIEW
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User Services
Joyce Reynolds
jkrey@isi.edu

Directory Information Services Infrastructure (disi)
Chair(s): Chris Weider clw@merit.edu
WG mail: disi@merit.edu
To Join: disi-request@merit.edu

Internet User Glossary (userglos)
Chair(s): Karen Roubicek roubicek@bbn.com
Tracy Parker tracyQutexas.edu
WG mail: usergloss@ftp.com
To Join: usergloss-request@ftp.com

NOC-Tool Catalogue Revisions (noctool2)
Chair(s): Robert Enger enger@seka.scc.com
Gary Malkin gmalkin@ftp.com
WG mail: noctools@merit.edu
To Join: noctools-request@merit.edu

Network Information Services Infrastructure (nisi)
Chair(s): Dana Sitzler dds@merit.edu
Pat Smith psmith@merit.edu
WG mail: nisi@merit.edu
To Join: nisi-request@merit.edu

User Services (uswg)
Chair(s): Joyce K. Reynolds  jkreyQisi.edu
WG mail: us-wg@nnsc.nsf.net
To Join: us-wg-request@nnsc.nsf.net
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1.5 Current Internet Drafts

This summary sheet provides a short synopsis of each Internet Draft available within the
“Internet-Drafts” Directory at the NIC and NNSC. These drafts are listed alphabetically by
Working Group acronym and initial post date. Drafts not originating in a Working Group
are listed first.

“0SI Connectionless Transport Services on top of the UDP: Version 17, C.
Shue, W. Haggerty, K. Dobbins, , 11/01/1989 <draft-osf-shue-osiudp-00.txt>

This draft proposes a method for offering the OSI connectionless transport
service (CLTS) in TCP /IP-based Internets by defining a mapping of the CLTS
onto the User Datagram Protocol (UDP). If this draft becomes a standard,
hosts on the Internet that choose to implement OSI connectionless transport
services on top of the UDP would be expected to adopt and implement the
methods specified in this draft. UDP port 102 is reserved for hosts which
implement this draft.

“Working Implementation Agreements On Network Management Functions,
Services and Protocols”, Robert Aronoff, 05/24/1990 <draft-nist-nmsig-implagreements-
00.txt>

This is the Working Document of the Network Management Special Interest
Group (NMSIG) of the OSI Implementors Workshop (OIW). The OSI Internet
Management (OIM) Working Group agreements on CMIS/CMIP reference this
document.

“ Asynchronous Discovery of an Effective Maximum Transmission Unit for IP
Datagram Delivery [MTU Discovery]”, James Sawyer, 08/17/1990 <draft-csc-
sawyer-mtudisc-00.txt>

A case against IP layer fragmentation has been made, and various methods for
avoiding it proposed. This memo revisits the effect of fragmentation on net-
work performance, and recounts the present methods of avoidance. A protocol
is presented which adapts to the varying circumstances encountered, sending
large datagrams whenever possible, and reducing fragmentation when neces-
sary to avoid retransmission problems. A hybrid approach to MTU discovery,
it utilizes one new IP header option and four new ICMP messages. It is a sim-
ple mechanism that discovers path MTUs without wasting resources and that
works well before all hosts and routers are modified.

“FTP-FTAM Gateway Specification”, J.L. Mindel, R.L. Slaski, 11/19/1990
<draft-slaski-ftpftam-00.txt>

This memo describes a dual protocol stack application layer gateway that per-
forms protocol translation, in an interactive environment, between the FTP and
FTAM file transfer protocols. Only through additional implementations and
fieldings will the FTP-FTAM gateway reach its optimal capacity as a resource
during the anticipated long coexistence of the TCP/IP and OSI protocol suites.
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“Tunneling IPX Traffic through IP Networks”, Don Provan, 04/15/1991 <draft-
provan-ipxtunneling-01.txt>

Internet Packet eXchange protocol (IPX) is the internetwork protocol used by
Novell’s NetWare protocol suite. For the purposes of this paper, IPX is func-
tionally equivalent to the Internet Datagram Protocol (IDP) from the Xerox
Network Systems (XNS) protocol suite. This draft specifies 2 method of en-
capsulating IPX datagrams within UDP packets so that IPX traffic can travel
across an IP internet. This draft allows an IPX implementation to view an IP
internet as a single IPX network. An implementation of this draft will encap-
sulate IPX datagrams in UDP packets in the same way any hardware imple-
mentation might encapsulate IPX datagrams in that hardware’s frames. IPX
networks can be connected thusly across internets that carry only IP traffic.

“U.S. Department of Defense Security Options for the Internet Protocol”,
Stephen Kent, 03/05/1991 <draft-ietf-ahwgipso-ipso-00.txt>

This I-D specifies the U.S. Department of Defense Basic Security Option and
the top-level description of the Extended Security Option for use with the
Internet Protocol. This proposal will replace RFC 1038 Revised “IP Security
Option”, dated January 1988, if it is issued as an RFC.

“The IP Addressing Issue”, Noel Chiappa, 03/27/1991 <draft-chiappa-ipaddressing-
00.txt>

The packet layer of the IP architecture is about to enter a period of stress
caused by deficiencies in the IP address. This stress is caused by a number of
inter-related problems. This note describes these problems, lists some suggested
solutions, and discusses pros and cons of each of those solutions.

“Internet Accounting: Background”, C. Mills, D. Hirsh, G. Ruth, , 05/13/1991
<draft-ietf-acct-background-00.txt>

This document provides background information for the ”Internet Account-
ing Architecture” and is the first of a three document set: Internet Accounting
Background & Status (this document), Internet Accounting Architecture (under
construction), Internet Accounting Meter Service (under construction). The fo-
cus at this time is on defining METER SERVICES and USAGE REPORTING
which provide basic semantics for measuring network utilization, a syntax, and
a data reporting protocol. The intent is to produce a set of standards that is
of practical use for early experimentation with usage reporting as an internet
accounting mechanism. This document provides background and tutorial in-
formation on issues surrounding the architecture, or in a sense, an explanation
of choices made in the Internet Accounting Architecture.

«AppleTalk MIB”, Steven Waldbusser, 02/11/1991 <draft-ietf-appleip-applemib-
00.txt>
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This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it defines objects for managing AppleTalk networks.

“The Transmission of IP Datagrams Over AppleTalk Networks”, John Veizades,
03/08/1991 <draft-ietf-appleip-ipoverappletalk-00.txt>

This document describes a protocol, called MacIP, that is used to transport
IP datagrams on AppleTalk networks. This protocol was developed in order
to connect Macintosh computers on AppleTalk networks to hosts on TCP/IP
networks. Using the AppleTalk network layer protocol, IP datagrams can be
transmitted through AppleTalk networks to gateways that decapsulate the IP
datagrams and act as front-end protocol processors Macintosh hosts on Ap-
pleTalk internets.

“The Authentication of Internet Datagrams”, Jeff Schiller, 08/01/1989 <draft-
ietf-auth-ipauthoption-00.txt>

This draft describes a protocol and IP option to allow two communicating
Internet hosts to authenticate datagrams that travel from one to the other.
This authentication is limited to source, destination IP address pair. It is up to
host-based mechanisms to provide authentication between separate processes
running on the same IP host. The protocol will provide for “authentication” of
the datagram, not concealment from third party observers. By authentication,
I mean that an IP host receiving a datagram claiming to be from some other IP
host will be able (if both hosts are set up to authenticate datagrams between
each other) to determine if in fact the datagram is from the host claimed, and
that it has not been altered in transit.

“Definitions of Managed Objects for the Border Gateway Protocol (Version 3)”,
Steven Willis, John Burruss, 03/25/1991 <draft-ietf-iwg-bgp-mib-02.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP /IP-based in-
ternets. In particular, it defines objects for managing the Border Gateway
Protocol.

“A Border Gateway Protocol 3 (BGP-3)”, Yakov Rekhter, Kirk Lougheed,
01/25/1991 <draft-ietf-bgp-bgp3-00.txt>

The Border Gateway Protocol (BGP) is an inter-Autonomous System routing
protocol. It is built on experience gained with EGP as defined in RFC 904
and EGP usage in the NSFNET Backbone as described in RFC 1092 and RFC
1093. The primary function of a BGP speaking system is to exchange network
reachability information with other BGP systems. This networkreachability
information includes information on the full path of Autonomous Systems ( ASs)
that traffic must transit to reach these networks. This information is sufficient
to construct a graph of AS connectivity from which routing loops may be pruned
and some policy decisions at the AS level may be enforced.
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“Border Gateway Protocol NEXT-HOP-SNPA Attribute”, Paul Tsuchiya, 04/15/1991
<draft-ietf-bgp-nexthop-00.txt>

The purpose of the NEXT-HOP attribute is for one border gateway A to tell
another border gateway B which border gateway C (where C might equal A)
should be used as the next hop on the path to the destinations advertised in
the UPDATE containing the NEXT-HOP attribute.

«Experience with the BGP Protocol”, Yakov Rekhter, 05/08/1991 <draft-ietf-
bgp-experience-00.txt>

The purpose of this memo is to document how the requirements for advancing
a routing protocol to Draft Standard have been satisfied by BGP. This report
documents experience with BGP.

“BGP Protocol Analysis”, Yakov Rekhter, 05/08/1991 <draft-ietf-bgp-analysis-
00.txt>

The purpose of this report is to document how the requirements for advancing
a routing protocol to Draft Standard have been satisfied by BGP. This report
summarizes the key feature of BGP, and analyzes the protocol with respect to
scaling and performance.

“Benchmarking Terminology for Network Interconnection Devices”, Scott Brad-
ner, 11/26/1990 <draft-ietf-bmwg-terms-01.txt>

This memo discusses and defines a number of terms that are used in describ-
ing performance benchmarking tests and the results of such tests. The terms
defined in this memo will be used in additional memos to define specific bench-
marking tests and the suggested format to be used in reporting the results of
each of the tests.

“Definitions of Managed Objects for Bridges”, E. Decker, P. Langille,, A. Rijs-
inghani, K. McCloghrie, 05/24/1991 <draft-ietf-bridge-definitions-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP based in-
ternets. In particular it defines objects for managing bridges based on the IEEE
802.1d draft standard between Local Area Network (LAN) segments. Provi-
sions are made for support of transparent and source route bridging. Provisions
are also made so that these objects apply to bridges connected by subnetworks
other than LAN segments.

“Definitions of Managed Objects for Parallel-printer-like Hardware Devices”,
Bob Stewart, 01/02/1991 <draft-ietf-charmib-parallelprinter-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it defines objects for managing parallel-printer-like hard-
ware devices.



1.5. CURRENT INTERNET DRAFTS 35

“Definitions of Managed Objects for RS-232-like Hardware Devices”, Bob Stew-
art, 01/02/1991 <draft-ietf-charmib-rs232like-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it defines objects for managing RS-232-like hardware
devices.

“Definitions of Managed Objects for Character Stream Devices”, Bob Stewart,
01/02/1991 <draft-ietf-charmib-charmib-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP /IP-based in-
ternets. In particular, it defines ob jects for managing character stream devices.

“DECnet Phase IV MIB Extensions”, Jon Saperia, 06/06/1991 <draft-ietf-
decnetiv-mibextensions-00.txt, .ps>

This memo defines a set of DECnet Phase IV extensions that have been created
for the Internet MIB. When used in conjunction with the structure of manage-
ment information (RFC 1155), the management information base for network
management of TCP /IP-based internets (RFC 1156) and the Simple Network
Management Protocol (RFC 1157), it will be possible to provide integrated
network management of combined TCP/IP and DECnet Phase IV based in-
ternets. This document was produced by the DECnet Phase IV MIB working

group.

“Clarifications and Extensions for the Bootstrap Protocol”, Walt Wimer, 05/03 /1991
<draft-ietf-dhc-bootp-00.txt>

Some aspects of the BOOTP protocol were rather loosely-defined in its orig-
inal specification. In particular, only a general description was provided for
the behavior of "BOOTP relay agents” (originally called "BOOTP forwarding
agents”). The client behavior description also suffered in certain ways. This
memo attempts to clarify and strengthenthe specification in these areas.

In addition, new issues have arisen since the original specification was written.
This memo also attempts to address some of these.

“INTERNET OSIINTEGRATION, COEXISTENCE AND INTEROPERABIL-
ITY ISSUES”, Robert Hagens, Rebecca Nitzan, 07/24/1990 <draft-fopg-ositransition-
00.txt>

The intent of this document is to provide technical descriptions of the issues
involved in the integration of the Open Systems Interconnect (OSI) protocols
into the operational networks which interconnect and comprise the “Internet”.
The issues raised and solutions discussed are a result of the Federal Network-
ing Council (FNC) OSI Planning Group (FOPG). The members of the FOPG
represent several Federal Government agencies such as the Department of En-
ergy (DOE), the National Science Foundation (NSF) the National Aeronautics
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and Space Administration (NASA), the National Institute of Standards and
Technology (NIST) under the Department of Commerce, as well as University
experts.

“An Architecture for Inter-Domain Policy Routing”, Marianne Lepp, Martha
Steenstrup, 02/20/1990 <draft-ietf-orwg-architecture-01.ps>

We present an architecture for policy routing among administrative domains
within the Internet. The objective of inter-domain policy routing is to syn-
thesize and maintain routes between source and destination administrative do-
mains, providing user traffic with the requested service within the constraints
stipulated by the administrative domains transitted. The architecture is de-
signed to accommodate an Internet with tens of thousands of administrative
domains.

“Inter-Domain Policy Routing Protocol Specification and Usage: Version 17,
M. Steenstrup, 03/05/1991 <draft-ietf-idpr-specv1-00.txt, or .ps>

We present the version 1 protocols for inter-domain policy routing (IDPR),
which include the virtual gateway protocol, the domain status distribution pro-
tocol, the route synthesis procedure, the path setup protocol, and the message
forwarding procedure. We also supply protocol usage recommendations to sim-
plify implementation of IDPR.

“Internet Routing Protocol Standardization Criteria”, Bob Hinden, 04/01/1991
<draft-ietf-iesg-routing-00.txt>

The purpose of this document is to provide more specific guidance for the
advancement of routing protocols. All levels of the standardization process are
covered.

“Management Services Application Programming Interface”, Oscar Newkerk,
12/12/1990 <draft-ietf-msi-api-03.txt, or .ps>

A case against IP layer fragmentation has been made, and various methods for
avoiding it proposed. This memo revisits the effect of fragmentation on net-
work performance, and recounts the present methods of avoidance. A protocol
is presented which adapts to the varying circumstances encountered, sending
large datagrams whenever possible, and reducing fragmentation when neces-
sary to avoid retransmission problems. A hybrid approach to MTU discovery,
it utilizes one new IP header option and four new ICMP messages. It is a sim-
ple mechanism that discovers path MTUs without wasting resources and that
works well before all hosts and routers are modified.

«“Network Time Protocol: Version 3”, Dave Mills, 11/28/1990 <draft-mills-
ntpv3-00.txt, or .ps>

This document describes the Network Time Protocol (NTP), specifies its formal
structure and summarizes information useful for its implementation. NTP pro-
vides the mechanisms to synchronize time and coordinate time distribution in a
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large, diverse internet operating at rates from mundane to lightwave. It uses a
returnable-time design in which a distributed subnet of time servers operating
in a self- organizing, hierarchical-master-slave configuration synchronizes local
clocks within the subnet and to national time standards via wire or radio. The
servers can also redistribute reference time via local routing algorithms and
time daemons.

“The IP Network Address Translator (Nat): Preliminary Design”, Paul Tsuchiya,
04/15/1991 <draft-tsuchiya-addrtrans-00.txt, .ps>

The two most compelling problems facing the IP Internet are IP address de-
pletion and scaling in routing. This paper discusses the characteristics of one
of the proposed solutions-address reuse. The solution is to place Network Ad-
dress Translators (Nat) at the borders of stub domains. Each Nat box has a
small pool of globally unique IP addresses that are dynamically assigned to IP
flows going through Nat. The dynamic assignment is coordinated with the Do-
main Name Servers. The IP addresses inside the stub domain are not globally
unique-they are reused in other domains, thus solving the address depletion
problem. The pool of IP addresses in Nat is from a subnet administered by the
regional backbone, thus solving the scaling problem. The main advantage of
Nat is that it can be installed without changes to routers or hosts. This paper
presents a preliminary design for Nat, and discusses its pros and cons.

“WORKSHOP ON CO/CL INTERWORKING?”, Phill Gross, Les Clyne, COCL
Workshop, , 12/12/1990 <draft-ccirn-cocl-report-00.txt>

On July 24-26, 1990, an invited panel met at the Corporation for National
Research Initiatives in Reston Virginia to consider the issues involved with in-
terworking between protocol stacks based on Connection-mode Network Service
(CONS, or CO) and Connectionless-mode Network Service (CLNS, or CL). The
main example of a CO stack is OSI TPO over X.25. Examples of CL proto-
colstacks include OSI TP4 over CLNP and TCP over IP. The workshop was
convened at the direction of RARE and the U.S. Federal Networking Council
(FNC). The meeting was organized and co-chaired by Les Clyne (UK Joint
Network Team) and Phillip Gross(Corporation for National Research Initia-
tives). An electronic mailing list was established for use by both attendees and
a wider audience of experts. This report gives an overview and synopsis of the
deliberations at the meeting, and it describes the outcome.

“An Approach to CO/CL Interworking — Part I: Introduction”, COCL Work-
shop, M. Rose, 05/06 /1991 <draft-ccirn-cocl-doc1-02.txt>

The OSI transport service may be realized through a variety of transport /network
protocol combinations. Regrettably, few of the combinations actually interop-
erate with each other. As such, even if all OSI-capable end-systems enjoyed
full-connectivity, they would not be able to uniformly interoperate. This memo
examines the problem and proposes an approach in order to develop solutions
to this problem.
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“An Approach to CO/CL Interworking— Part II: The Short-Term — Conven-
tions for Transport-Service Bridges in the Absence of Internetworking”, COCL
Workshop, M Rose, 04/23/1991 <draft-ccirn-cocl-doc2-01.txt>

The Short-term approach outlined in “An Approach to CO/CL Interworking:
Part I: Introduction” is based on the use of transport-layer relays known as
transport service bridges, or TS-bridges. Further, the short-term approach
also assumes that knowledge of the TS-bridges is present in the end-systems.
The companion memo “An Approach to CO/CL Interworking-Part III: The
Intermediate-Term—Provision of the CONS over TCP and X.25 Subnetworks”
identifies solutions in which end-system knowledge of transport-layer relays is
avoided. The purpose of this memo is two-fold: first, modifications to the opera-
tional characteristics of end-systems are described; and, second, the operational
characteristics of TS-bridges are described.

“An Approach to CO/CL Interworking — Part III: The Long-Term — Conven-
tions for Network-Layer Relays and Transport-Service Bridges in the presence
of Internetworking”, CO/CL Workshop, C. Huitema, 04/25/1991 <draft-ccirn-
cocl-doc4-01.txt>

The long-term approach is based on the use of transport-layer relays known as
transport service bridges, or TS-bridges. Further, the long-term approach also
assumes that knowledge of the TS-bridges is hidden from the end-systems. The
companion memo identifies the short-term approach towards TS-bridges. The
purpose of this memo is three-fold: first, to identify the infrastructure which is
expected to exist in the long-term; second, to describe the use of NL-relays in
such an environment. And, third, to describe the use of TS-bridges in such an
environment.

“Mapping between X.400(1988) / ISO 10021 and RFC 822”, S.E. Hardcastle-
Kille, 05/31/1991 <draft-ietf-kille-x.400mapping-00.txt>

This document describes a set of mappings which will enable interworking be-
tween systems operating the CCITT X.400 (1988) Recommendations on Mes-
sage Handling Systems/ISO IEC 10021 Message Oriented Text Interchange
Systems (MOTIS), and systems using the RFC 822 mail protocol or proto-
cols derived from RFC 822. The approach aims to maximise the services of-
fered across the boundary, whilst not requiring unduly complex mappings. The
mappings should not require any changes to end systems. This document is a
revision based on RFCs 987, 1026, 1138, and 1148 which it obsoletes.

“A String Encoding of Presentation Address”, S.E. Kille, 01/16/1991 <draft-
ucl-kille-presentationaddress-02.txt, or .ps>

There are a number of Environments where a simple string encoding of Pre-
sentation address is desirable. This specification defines such a representation.

«X.500 and Domains”, S.E. Kille, 03/21/1991 <draft-ucl-kille-x500domains-
03.txt, or .ps>
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This draft document considers X.500 in relation to Internet/UK Domains. A
basic model of X.500 providing a higher level and more descriptive naming
structure is emphasized. In addition, a mapping of domains onto X.500 is
proposed, which gives a range of new management and user facilities over and
above those currently available. This specification proposes an experimental
new mechanism to access and manage domain information on the Internet and
in the UK Academic Community. There is no current intention to provide an
operational replacement for DNS. Please send comments to the author or to
the discussion group osi-ds@CS.UCL.AC.UK.

“An Interim Approach to use of Network Addresses”, S. Kille, 01/14/1991
<draft-ucl-kille-networkaddresses-02.txt, or .ps>

This note is a proposal for mechanisms to utilize Network Addresses. The OSI
Directory specifies an encoding of Presentation Address, which utilizes OSI
Network Addresses as defined in the OSI Network Layer Standards. The OSI
Directory, and any OSI application utilizing the OSI Directory must be able to
deal with these Network Addresses. Currently, most environments cannot cope
with them. It is not reasonable or desirable for groups wishing to investigate
and use OSI Applications in conjunction with with the OSI Directory to have
to wait for the lower layers to sort out.

“Replication Requirement to Provide an Internet Directory Using X.500”, S.
Kille, 03/21/1991 <draft-ietf-osids-replication-02.txt, or .ps>

A companion document discussed an overall framework for deploying X.500 on
the Internet “Building and internet directory using X.500” . This document
considers certain deficiencies of the 1988 standard, which need to be addressed
before an effective open Internet Directory can be established. The only areas
considered are primary problems, to which solutions must be found before a
pilot can be deployed. This INTERNET-DRAFT concerns itself with deficien-
cies which can only be addressed by use of additional protocol or procedures
for distributed operation.

“Using the OSI Directory to Achieve User Friendly Naming?, S. Kille, 03/21/1991
<draft-ietf-osids-friendlynaming-02.txt, or .ps>

This proposal sets out some conventions for representing names in a friendly
manner, and shows how this can be used to achieve really friendly naming.
This then leads to a specification of a standard format for representing names,
and to procedures to resolve them. Please send comments to the author or to
the discussion group osi-ds@CS.UCL.AC.UK.

“Replication and Distributed Operations Extensions to Provide an Internet
Directory using X.500”, S. Kille, 03/21/1991 <draft-ietf-osids-replsoln-02.txt,
or .ps>

Some requirements on extensions to X.500 are described in the INTERNET
DRAFT “Replication requirement to provide an internet, in order to build
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an Internet Directory Using X.500”, as described in the INTERNET DRAFT
“Building and internet directory using X.500”. This document specifies a set of
solutions to the problems raised. These solutions are based on some work done
for the QUIPU implementation, and demonstrated to be effective in a number
of directory pilots. By documenting a de facto standard, rapid progress can be
made towards a full-scale pilot. These procedures are an INTERIM approach.
There are known deficiencies, both in terms of manageability and scalability.
Transition to standard approaches are planned when appropriate standards are
available. This INTERNET DRAFT will be obsoleted at this point.

“The COSINE and Internet X.500 Schema”, P. Barker, S. Kille, 03/21/1991
<draft-ietf-osids-cosinex500-03.txt>

This document suggests an X.500 Directory Schema, or Naming Architecture,
for use in the COSINE and Internet X.500 pilots. The schema is independent of
any specific implementation. As well as indicating support for the standard ob-
ject classes and attributes, a large number of generally useful ob ject classes and
attributes are also defined. An appendix to this document includes a machine
processable version of the schema. This document also proposes a mechanism
for allowing the schema to evolve in line with commonly held requirements.
Proform as to support this process are included. Please send comments to the
authors or to the discussion group osi-ds@cs.ucl.ac.uk.

“Handling QOS (Quality of service) in the Directory”, S.E. Kille, 03/20/1991
<draft-ietf-osids-qos-00.txt, or .ps>

This document describes a mechanism for specifying the Quality of Service for
DSA Operations and Data in the Internet Pilot Directory Service “Building
and internet directory using X.500”. Please send comments to the author or to
the discussion group osi-ds@CS.UCL.AC.UK.

“DSA Naming”, S.E. Kille, 03/21/1991 <draft-ietf-osids-dsanaming-00.txt, or
ps>

This INTERNET-DRAFT describes a few problems with DSA Naming as cur-
rently deployed in pilot exercises, and suggests a new approach. This approach
is suggested for use in the Internet Directory Pilot. Please send comments to
the author or to the discussion group o0si-ds@CS.UCL.AC.UK.

“Naming Guidelines for Directory Pilots”, P. Barker, S.E. Kille, 03/21/1991
<draft-ietf-osids-dirpilots-00.txt, or .ps>

Deployment of a Directory will benefit from following certain guidelines. This
document defines a number of guidelines which are recommended. Confor-
mance to these guidelines will be recommended for national pilots. Please send
comments to the authors or to the discussion group osi-ds@CS.UCL.AC.UK.

“0OSI NSAP Address Format For Use In The Internet”, R Colella, R Callon,
02/13/1991 <draft-ietf-osinsap-format-01.txt, or .ps>
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The Internet is moving towards a multi-protocol environment that includes
OSI. To support OSI, it is necessary to address network layer entities and
network service users. The basic principles of OSI Network Layer addressing
and Network Service Access Points (NSAPs) are defined in Addendum 2 to the
OSI Network service definition. This internet draft recommends a structure
for the Domain Specific Part of NSAP addresses for use in the Internet that is
consistent with these principles.

“Guidelines for OSI NSAP Allocation in the Internet”, Richard Colella, Ella
Gardner, Ross Callon, , 04/25/1991 <draft-ietf-osinsap-internetalloc-01.txt, .ps>

The Internet is moving towards a multi-protocol environment that includes OSI.
To support OSI in the Internet, an OSI lower layers infrastructure is required.
This infrastructure comprises the connectionless network protocol (CLNP) and
supporting routing protocols. Also required as part of this infrastructure are
guidelines for network service access point (NSAP) address assignment. This
paper provides guidelines for allocating NSAPs in the Internet.

“Building an Internet Directory using X.500”, S. Kille, 01/07/1991 <draft-ietf-
0six500-directories-01.txt, or .ps>

The IETF has established a Working Group on OSI Directory Services. A
major component of the initial work of this group is to establish a technical
framework for establishing a Directory Service on the Internet, making use
of the X.500 protocols and services. This document summarises the strategy
established by the Working Group, and describes a number of RFCs which will
be written in order to establish the technical framework.

“The OSPF Specification, Version 2”, John Moy, 01/23/1991 <draft-ietf-ospf-
ospf2-01.txt, or .ps>

OSPF is a link-state based routing protocol. It is designed to be run internal
to a single Autonomous System. Each OSPF router maintains an identical
database describing the Autonomous System’s topology. From this database,
a routing table is calculated by constructing a shortest-path tree. OSPF recal-
culates routes quickly in the face of topological changes, utilizing a minimum
of routing protocol traffic. OSPF provides support for equal-cost multipath.
Separate routes can be calculated for each IP type of service. An area rout-
ing capability is provided, enabling an additional level of routing protection
and a reduction in routing protocol traffic. In addition, all routing protocol
exchanges are authenticated. This memo documents version 2 of the OSPF
protocol. Version 1 was documented in RFC 1131. Distribution of this memo
is unlimited.

“OSPF Version 2 Management Information Base”, Rob Coltun, Fred Baker,

04/04/1991 <draft-ietf-ospf-ospfmib-03.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP /IP-based in-
ternets. In particular, it defines objects for managing OSPF Version 2. Please
send comments to ospf@trantor.umd.edu.
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“Experience with the OSPF Protocol”, Jon Moy, 04/01/1991 <draft-ietf-ospf-
experience-00.txt, .ps>

This report documents experience with OSPF V2. This includes reports on
interoperability testing, field experience, simulations and the current state of
OSPF implementations. It also presents a summary of the OSPF Management
Information Base (MIB), and a summary of OSPF authentication mechanism.
Please send comments to ospf@trantor.umd.edu.

“OSPF Protocol Analysis”, John Moy, 04/01/1991 <draft-ietf-ospf-analysis-
00.txt, .ps>

This report attempts to summarize the key features of OSPF V2. It also
attempts to analyze how the protocol will perform and scale in the Internet.
Please send comments to ospf@trantor.umd.edu.

“Privacy Enhancement for Internet Electronic Mail: Part IV — Certifying Au-
thority and Organizational Notary Services”, Burt Kaliski, 08/14/1990 <draft-
rsadsi-pemforms-01.txt>

This document describes two services that vendors may provide in support
of Internet privacy-enhanced mail: certifying authority services on behalf of
organizations, and organizational notary services for users. It also specifies the
forms for interacting with vendors providing those services. This document is
intended as a reference for vendors and for implementors of privacy-enhanced
mail software; it is not at the appropriate level for users. The document also
lists vendors.

“Privacy Enhancement for Internet Electronic Mail: Part I: Message Encryp-
tion and Authentication Procedures”, John Linn, 03/26/1991 <draft-irtf-psrg-
pemmsgproc-00.txt>

This document defines message encryption and authentication procedures, in
. order to provide privacy-enhanced mail (PEM) services for electronic mail
transfer in the Internet. Comments should be sent to <pem-dev@tis.com>.

“Definitions of Managed Objects for the Point-to-Point Protocol”, Frank Kas-
tenholz, 09/11/1990 <draft-ietf-pppext-pppmib-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it describes managed objects used for managing subnet-
works using the Point-to-Point Protocol.

“The Point-to-Point Protocol Configuration Options: Negotiation of 32-bit
FCS”, Arthur Harvey, 12/20/1990 <draft-ietf-ppp-32bitconfig-01.txt>

This document defines a method to negotiate a 32-bit FCS Configuration Op-
tion for PPP. The Point-to-Point Protocol (PPP) provides a method for trans-
mitting datagrams over serial point-to-point links. PPP is composed of three
parts:



1.5. CURRENT INTERNET DRAFTS 43

«The Point-to-Point Protocol: LLC over PPP”, Arthur Harvey, 12/20/1990
<draft-ietf-ppp-lccoverppp-01.txt>

This document defines the operation of the LLC protocol over PPP. The Point-
to-Point Protocol (PPP) provides a method for transmitting datagrams over
serial point-to-point links. PPP is composed of three parts: 1) A method for en-
capsulating datagrams over serial links. 2) An extensible Link Control Protocol
(LCP). 3) A family of Network Control Protocols (NCP) for establishing and
configuring different network layer protocols. The PPP encapsulating scheme,
the basic LCP, and an NCP for controlling and establishing the Internet Proto-
col (IP) (called the IP Control Protocol, IPCP) are defined in RFC 1171 “The
Point-to-Point Protocol for the Transmission of Multi-Protocol Datagrams Over
Point-to-Point Links”. IEEE 802.2 Logical Link Control (LLC) protocol pro-
vides additional services beyond those available directly from the various IEEE
802 Medium Access Control (MAC) data link protocols.

“Point-to-Point Protocol Extensions for DECnet Phase IV”, Steven Senum,
06/04/1991 <draft-ietf-pppext-decnet-00.txt>

The purpose of this memo is to define a method for transmitting DNA Phase
IV Routing packets over a serial link using the PPP protocol. This memo
only applies to DNA Phase IV Routing messages (both data and control), and
not to other DNA Phase IV protocols (MOP, LAT, etc). There are two basic
approaches to running the DNA Phase IV Routing protocol over a serial line:
1. The approached that several router vendors have taken which is to treat
the serial link as an Ethernet, using the same data and control messages an
Ethernet would use. 2. The approach defined by Digital, which uses DDCMP
and slightly different control messages. This memo will define a method that
uses the first approach.

“ICMP Router Discovery Messages”, S. Deering, 03/27/1991 <draft-ietf-rdisc-
icmpmessage-00.txt>

This document specifies an extension of the Internet Control Message Protocol
(ICMP) to enable hosts attached to multicast or broadcast networks to discover
the IP addresses of their neighboring routers. Please send comments to gw-
discovery@gregorio.stanford.edu.

“Requirements for Internet IP Routers”, Philip Almquist, 03/06/1991 <draft-
ietf-rreq-iprouters-01.txt>

This draft attempts to define and discuss requirements for devices which per-
form the network layer forwarding function of the Internet protocol suite. The
Internet community usually refers to such devices as “routers”. This document
is intended to provide guidance for vendors, implementors, and purchasers of
IP routers.

“SNMP Over IPX”, Raymond Wormley, 08/27/1990 <draft-ietf-snmp-snmpoveripx-
00.txt>
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The SNMP protocol has been specified as the official network management
protocol of the Internet. Its widespread acceptance and implementation by
developers, both inside and outside the Internet community, is fostering syn-
ergetic growth to a variety of protocols and platforms. This memo addresses
the use of SNMP over Novell’s proprietary IPX protocol. Roughly equivalent
to UDP in function, IPX provides connectionless, unacknowledged datagram
service over a variety of physical media and protocols.

“Definitions of Managed Objects for the Ethernet-like Interface Types”, John
Cook, 04/15/1991 <draft-ietf-snmp-ethernetmib-05.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/ IP-based in-
ternets. In particular, it defines objects for managing ethernet-like objects.

“Use of the Community String for SNMP Proxys”, Richard Fox, 12/31/1990
<draft-ietf-snmp-proxys-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets.

“Definitions of Managed Objects for the SIP Interface Type”, Kaj Tesink,
04/05/1991 <draft-ietf-snmp-smdsipmib-01.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it defines objects for managing SIP (SMDS Interface
Protocol) objects.

«“«SNMP Communications Services”, Frank Kastenholz, 04/23/1991 <draft-ietf-
snmp-commservices-00.txt>

This Internet Draft is being distributed to members of the Internet community
as an Informational RFC. The intent is to present a discussion on the issues
relating to the communications services for SNMP. While the issues discussed
may not be directly relevant to the research problems of the Internet, they may
be interesting to a number of researchers and implementors.

“Comments on SNMP Proxy via Use of the @ sign in an SNMP Community”,
Jeff Case, et. al., 10/20/1990 <draft-ietf-snmp-proxycomments-00.txt>

This memo presents technical criticisms of introducing programmatically inter-
preted structure into the SNMP community string, as proposed in the Internet
Draft entitled “Use of the Community String for SNMP Proxys”.

«SNMP Administrative Model”, James Galvin, 04/09/1991 <draft-ietf-snmpsec-
admin-00.txt, .ps>
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This paper presents an elaboration of the SNMP administrative model which
provides a unified conceptual basis for administering SNMP protocol entities to
support authentication and integrity, privacy, access control, and the coopera-
tion of multiple protocol entities. This paper also describes how the elaborated
administrative model is applied to realize effective network management in a
variety of configurations and environments. The model described here entails
the use of distinct identities for peers that exchange SNMP messages. Thus,
it represents a departure from the community-based administrative model. By
unambiguously identifying the source and intended recipient of each SNMP
message, this new strategy improves upon the historical community scheme
both by supporting a more convenient access control model and allowing for
effective use of asymmetric (public key) security protocols in the future.

“Definitions of Managed Objects for Administration of SNMP Parties”, Keith
McCloghrie, James R. Davin, James M. Galvin, , 04/09/1991 <draft-ietf-snmpsec-
mib-00.txt>

This memo defines an experimental portion of the Management Information
Base (MIB) for use with network management protocols in TCP/IP-based in-
ternets. In particular, it describes a representation of the SNMP parties defined
in “SNMP Administrative Model” as objects defined according to the Internet
Standard SMI “Structure and Identification of management Information for
TCP/IP-based internets” (RFC 1155). These definitions are consistent with
the SNMP Security protocols set forth in “SNMP Security Protocol”.

“SNMP Security Protocols”, James M. Galvin, Keith McCloghrie, James R.
Davin, , 04/09/1991 <draft-ietf-snmpsec-protocols-00.txt, .ps>

This draft document will be submitted to the RFC editor as a protocol speci-
fication. Distribution of this memo is unlimited. Please send comments to the
authors: James M. Galvin galvin@tis.com, Keith McCloghrie kzm@hls.com,
and James R. Davin jrd@ptt.lcs.mit.edu.

“Guidelines for the Secure Operation of the Internet”, Richard Pethia, Steve
Crocker, Barbara Fraser, , 04/01/1991 <draft-ietf-spwg-secureop-01.txt>

The purpose of this document is to provide a set of guidelines to aid in the
secure operation of the Internet. Comments by Vinton G. Cerf, Vice President,
Corporation for National Research Initiatives, and Chairman, Internet Activ-
ities Board, and James Van Bokkelen, President, FTP Software, Inc., have
been provided to further illuminate the history and issues involved in this pol-
icy. Please send comments to spwg@unri.reston.va.us. This revision corrects a
typographical error in the preamble of the document.

“Security Policy Handbook”, Paul Holbrook, Joyce Reynolds, 05/31 /1991 <draft-
ietf-ssph-handbook-00.txt>

This handbook is the product of the Security Policy Handbook Working Group
(SSPHWG), a combined effort of the Security Area and User Services Area of
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the Internet Engineering Task Force (IETF). This RFC provides information for
the Internet community. It does not specify an Internet standard. Distribution
of this memo is unlimited.

“Telnet Encryption Option”, Dave Borman, 04/01/1990 <draft-ietf-telnet-encryption-
00.txt>

“Telnet Data Compression Option”, Dave Borman, 04/30/1990 <draft-ietf-
telnet-compression-00.txt>

“Telnet Authentication Option”, Dave Borman, 08/08/1990 <draft-ietf-telnet-
authentication-01.txt>

“Telnet Environment Option”, Dave Borman, 08/08/1990 <draft-ietf-telnet-
environment-01.txt>

“FYT on an Internet Trouble Ticket Tracking System for addressing Internet
User Connectivity Problems”, M. Mathis, D. Long, 02/11/1991 <draft-ietf-ucp-
connectivity-00.txt>

Users having trouble with the Internet are directed to contact their designated
Network Service Center. The Network Service Center creates a Trouble Ticket
which is registered with the Ticket Tracking System. The ticket is an agree-
ment to obtain closure with the user. Network Service Centers can fix problems,
track the work of others, or transfer responsibility for the ticket to other Net-
work Service Centers using a formal hand-off procedure. Ticket hand-offs are
coordinated by the Ticket Tracking System and ticket progress is monitored
by the Ticket Support Centers. User complaints with the problem resolution
process may be lodged with a Ticket Support Center, which will act on behalf
of the user in resolving the problem.

“NOC Internal Integrated Trouble Ticket System Functional Specification Wish-
list”, Dale S. Johnson, 02/26/1991 <draft-ietf-ucp-tt-01.txt>

This Internet Draft describes general functions of a Trouble Ticket system that
could be designed for Network Operations Centers. The document is being
distributed to members of the Internet community in order to stimulate discus-
sions of new production-oriented operator-level application tools for network
operations. Hopefully, this will result both in more ideas for improving NOC
performance, and in more available tools that incorporate those ideas. This
memo does not specify a standard. Distribution of this memo is unlimited.
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2.1 Standards Progress Report

Between the December Meeting at the University of Colorado and the March meeting at
Washington University in St. Louis, there have been many IETF originating protocols
published as RFC’s.

RFC1195 Use of OSI IS-IS for Routing in TCP/IP and Dual Environ-

ments

This RFC describes a proposed standard interdomain routing
protocol for use in the Internet. It is the product of the IS-IS
Routing Working Group.

RFC1206, FYI4 FYI on Questions and Answers - Answers to Commonly asked
“New Internet User” Questions

FYI 4 was updated and republished by the User Services
Working Group.

RFC1207, FYI7 FYI on Questions and Answers - Answers to Commonly asked
“Experienced Internet User” Questions

This RFC is the product of the User Services Working Group.
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2.2 Minutes of the Open Plenary and IESG

Agenda:

The criterion for advancing routing protocols to Draft Standards
The advancement of OSPF to draft standard state and,

The advancement of BGP to the draft standard state.

The beginning of work on IP version 7.

Criterion for Advancing Routing Protocols

Bob Hinden presented his criterion for the advancement of routing protocols to Draft Stan-
dard. The criterion enjoyed broad support in principle. The most interesting issues were:

o A clear definition of what it means for an implementation to be truly independent. It
was felt that the code should have been written mostly from scratch yet it was agreed
that no implementor can be expected to work in a complete vacuum.

o A definition of a “moderate” number of routers constituted was debated. There
was a feeling that moderate should somehow simulate the size of a large corporate
network. Because such a network cannot be built with older routing technology,
no such networks exist for testing an implementation. Simulation was offered as
a possible compromise. Many felt that actual experience at the expected size of
production networks would be required for full standard status.

In the end, after both points were debated, the Plenary accepted the time-honored
principle of “I know it when I see it”.

o The security requirements presented some interesting challenges. At this time, there
are no definitive notions of what security means in terms of a routing protocol. The
Plenary agreed that all features, including any defined security features, needed to
be tested to reach draft standard.

Presentation to Advance OSPF to Draft Standard

John Moy, Jeff Burgan and Rob Coltun presented a detailed report on the deployment and
testing experience of OSPF, as well as an exploration of the limits of the OSPF Routing
protocol. (Slides are included later in these Proceedings)

After the presentation the Plenary discussed OSPF, and generally agreed that the protocol
met the criterion for advancing to draft standard.
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Presentation to Advance BGP to Draft Standard

Yackoff Rekter, Sue Hares and Dennis Ferguson presented a report on BGP, including
operational experience and a discussion of the outer limits of the protocol. Several issues
were raised which did not reach consensus.

o First was a reservation about the use of TCP as a transport protocol for BGP. Dennis
Ferguson alluded to problems in conjection situations with TCP, where backoff may
often result in degraded performance. Many felt that BGP should be re-written to
use the UDP transport protocol. Others, especially those with ailing production
networks felt a need to deploy BGP immediately as is. There were questions about
whether BGP was a short-term solution or long-term, with many feeling the decision
over whether to make BGP run over UDP depended on this analysis. The merits of
these ob jections were debated, but not resolved.

o Second, the relationship between the IETF BGP protocol and the ANSI IDRP pro-
tocol was discussed. Many wanted assurances that the BGP protocol would remain
stable and would not continue to incrementally evolve to conform to the emerging
IDRP protocol. These concerns were addressed and generally satisfied the Plenary.

IP Version 7

A work item was proposed for a new Working Group to develop a new version of the IP
specification. Goals of this revision were invisioned to include:

1. An expansion of the address space,
2. Some form of addressing structure to deal with very large networks, and
3. Resource allocation.

Noel Chiappa, Area Director for the Internet Services Area accepted an action item to form
such a group.
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3.1 Applications Area

Director(s):

¢ Russ Hobby: rdhobby@ucdavis.edu
Area Summary reported by Russ Hobby/UCDavis
Working Groups in Support of Multi-media

There were three Working Groups that met in St. Louis that will be closely coordinated to
allow the use of multi-media in electronic mail on the Internet.

1. The Mail Extensions Working Group met and had lively discussions on how to update
RFCs 821(SMTP) and 822 to allow the transfer of multiple “body parts” including
binary data. The needed extensions will be designed to be as compatible with X.400
as possible. This should ease the implementation of RFC 821/822 to X.400 gateways.

2. A new Working Group in the OSI area was started to explore some testing of the
Office Document Architecture (ODA) protocol on the Internet. ODA body parts will
be defined by the Mail Extensions Working Group.

3. The FAX Working Group discussed the more general issue of what formats could be
used for transmitting images across the Internet in electronic mail. Three possibilities
are the FAX body part in X.400, images in the ODA format, and TIFF as specified by
a document written at ISI. All efforts will be coordinated with the Working Groups
above.

Other Working Groups Meeting in St. Louis

1. Domain Name System (dns) - This Working Group has a new mailing list since
namedroppers was not specifically for the Working Group. The list is:

dns-wg@nsl.dec.com for sending to the Working Group mail list
dns-wg-request@nsl.dec.com to subscribe to the mail list.

The main items covered by the Working Group were:

Discussion of Philip Almquist’s project for a new BIND.

DNS MIB Variables.

Review DNS Security.

Collect information for the DNS Operators Guide.

DNS support for the Resource Location and Dynamic Hosts protocols.

2. Listserv BOF (listserv) - At the St. Louis meeting there was a Birds-of- a-Feather
(BOF) session on the BITNET LISTSERV function to see how listserv works and
explore some current needs in the Internet. David Lippke (UTexas) presented the

e & o o o
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current state of listserv and answered many questions about it. It was determined
that a Working Group should be created to define an Internet version of listserv.

3. Network Database (netdata) - This first meeting was to discuss the standardization of
SQL databases operating over TCP/IP. Main points of work for the Working Group
are to define a client/server model protocol over TCP /IP and provide security.

4. Network Printing Protocol (npp) - There were three main sub jects discussed at this
meeting.

(a) Work was continued to document LPR/LPD as used today.
(b) There was discussion of the Printer Access Protocol (PAP).
(c) Discussion of how to do printer “spooling” and job submission.

5. Service Location Protocol (svrloc) - This was the first official meeting of this Working
Group. The group decided that the first work item would be to define a protocol to
locate resources, such as printers, connected to a site network. It was viewed that
perhaps additions to the Domain Name System could solve some of this problem.

6. Telnet (telnet) - There was discussion of the Environment Option and advantages
and disadvantages of user defined variables. Authentication and Encryption Options
were the subject of the remainder of the meeting.

Working Groups Not Meeting in St. Louis

1. Distributed File System (dfs) - Although this group has not been too active and
did not meet, new activity in this area has been found by another group, TSIG, in
defining a trusted version of Network File System (NFS). The efforts of TSIG will be
coordinated with the DFS Working Group.

2. Distributed Scheduling Protocol (chronos) - This Working Group did not meet in St.
Louis but has made quite a bit of progress on the mail list in defining a protocol
to allow scheduling between calendars maintained on different computers across a
network. A draft document on the protocol has been written and is available as an
Internet Draft.
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CURRENT MEETING REPORT

Reported by David Lippke/UTEXAS
LISTSERV BOF Minutes

The LISTSERV BOF at the IETF meeting in St Louis went well. It was attended by
a positive subset of the Internet Mail Extensions Working Group plus a number of peo-
ple involved with the Applications Area of the IETF. In addition, Bruce Crabill, Larry
Snodgrass, and John Wobus attended, therefore the full BITNET contingent was probably
represented. However, it was clear that a number of the internetists had made an effort

to educate themselves on LISTSERV and at least one had experience with maintaining a
LISTSERV list.

David Lippke worked through about 35 foils which roughly followed the outline below:

BITNET background (size, growth, topology, traffic statistics).
LISTSERV background (history, present status, various statistics).
Definition of the original problem.
Overview of the main concepts, features, and facilities (13 points).
Two foils worth of list peering and its application.
Five foils on “distribute”.
A bit on relayed file distribution.
Two foils on loop detection/suppression.
9. Six foils as a detailed look at list configuration.
10. A bit on NAD capabilities.
11. A slow three foils on user commands and options.
12. A bit on list archival and file storage (it was stressed several times throughout that
standard list archival was a big deal).
13. Two foils on the database facility.
14. Then about three foils giving David’s opinion of what’s needed in the way of LIST-
SERV capabilities on the internet.

PN ok N

The whole session was rather interactive with at least a question or two asked on each foil
and the responses to the questions occasionally turning into short discussions. It was a
good crowd to talk to since everyone had already done some (or maybe a lot) of thinking
about related issues. Consequently, there wasn’t much left in regard to LISTSERYV itself
when David reached the end of his foils.

Phill Gross took over the discussion at that point and concluded with the group that a
“LISTSERV” Working Group should be formed since there are clearly things which need to
be done and there’s also enough interest in the project to make things happen. One person
said that they would like to see a basic set of user operations (upon lists) defined first so
that they could proceed with a simple implementation of those while a compatible superset
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was developed over time. There seemed to be general agreement with this notion.

Phill then suggested that a list be formed to proceed with the Working Group discussion be-
fore the July IETF. Chris Myers of Washington University volunteered listdev@wugate.wustl.edu
and this was accepted. To subscribe send e-mail to listserv@wugate.wustl.edu with a
body part of “add listdev”. To unsubscribe send e-mail to listserv@wugate.wustl.edu
with a body part of “delete listdev”. To send a message to the list send e-mail to list-
dev@wugate.wustl.edu. The initial membership will be taken from the attendance roster
with the addition of Eric. Anyone who is interested in participating in the Working Group

is welcome to join the list

A PostScript copy of the foils is available upon request from David Lippke.

Attendees

Bruce Crabill
David Crocker
Ralph Droms
Johnny Eriksson
Demi Getschko
Phillip Gross

Russ Hobby

Neil Katin

Shelly Knueven
Vincent Lau

Eliot Lear

David Lippke

Chris Myers
Lawrence Snodgrass
Bernhard Stockman
Gregory Vaudreuil
John Wobus

bruceQumdd.umd.edu
dcrocker@pa.dec.c
droms@bucknell.edu
bygg@sunet.se

"DEMIQFPSP .HEPNET"
pgross@nri.reston.va.us
rdhobbyQucdavis.edu
katin@eng.sun.com
shelly@wugate.wustl.edu
vlau@sun.com
lear@net.bio.net
lippke@utdallas.edu
chris@wugate.wustl.edu
snodgras@educom. edu
bygg@sunet.se
gvaudre@nri.reston.va.us
jmwobus@suvm.acs.syr.edu



A Technical Introduction
to LISTSERV

David Lippke

The University of Texas at Dallas
lippke@utdallas.edu
+1 214-690-2632 .

Background info on BITNET

O Nearly 3400 nodes on the network
+ About 1000 IBMs running VM
+ About 1700 Vaxen

+ Rest are IBM/MVS, Unix, CDC, HP,
Honeywell, etc...

O Linear growth for last several years

O Topology —

* 7.15 hops between nodes on average
* 17 hop network diameter
» Approx 1.12 = N links

BITNET Background, cont’d

O 75% of files are less than SK bytes; 25%
less than 2K bytes

O Major sites push 300 to 1000 megabytes
per day; 75K to 250K files per day

O3 These sites are generally near NSSes
with interconnections following NSFnet
topology

LISTSERYV Background

O Written by Eric Thomnas, then a student at
Ecole Centrale de Paris, now with SUNET
and Nordunet

O Written in REXX and assembler

O First deployed during the summer of 1986
O Very fast paced development through 1987
O Currently updated about every six months

O Main discussion list is LSTSRV-L at
POLYGRAF, RUTVMI, SEARN, and
UGA

LISTSERYV Background, cont’d
O 257 registered LISTSERVs

O 137 “backbone” LISTSERVs

O 22 list database LISTSERVs

O Approximately 2000 public lists

O Major sites see 2000-2500 jobs per day
O Secondary sites see 700~1500 per day

Original Problems Addressed

O Usability problems with the primitive
“LISTSERVs” of the day — similar to
the current situation with internet-based
lists

O Very simplistic mail explosion and network
congestion as a result
+ No distribution of the work
+ Individual copies of each posting sent

to each list member, even for members
on the same node.

« Very similar in effect to current internet
list handling
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Session Qutline

O Concepts, features, and facilities

O Summary of LISTSERV facilities which
may be needed on the internet

O Additional things which could/should be
done and things which should avoided

O Discussion

Concepts, Features, and Facilities
O Mail “from” the list ID

O Peered lists

O Mail via “distribute”

O Relayed file distribution

O Loop detection and traffic control

0O Very fiexible list control and handling
O Facilities for system administrators

O User facilities

Concepts/features/facilities, cont’d
O File and list archive storage

O Database facilities

O Optional automatic code maintenance

| © Automatic database updating & maint
O User Database

Peered Lists

O Splits lists over two or more nodes
O Users are subscribed to the closest node
O Submissions can be sent to any peer
0O Many administrative facilities, but still
somewhat difficuit to manage
O Application —
+ Huge lists
+ Multiple archive sites

* Good for getting postings over links
with high backlogs or bad performance

Sample Peered List — RSCSMODS

EBOUBOl1l <=--> FINHUTC
|
v
TAMVM1 <--> OHSTVMA <~--> UBVM <--> POLYGRAF
|
v
UGA

Mail via “Distribute”

O Distributes list traffic on the basis of
minimizing total network load.

O The initial LISTSERV decides how to
distribute the work.

O “distribute” jobs are either sent directly to
the final backbone nodes or are grouped
together and sent to intermediate nodes.

O Most small to medium (50-750 member)
lists are handled this way.
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Relayed File Distribution

O Any user can submit distribution jobs to
the backbone LISTSERV network.

O Employs a special JCL which is used to
specify the recepients and processing op-
tions; the file to be distributed is appended
to this.

O Typically used by software maintainers
to distribute updates or to distribute large
files like newsletters.

Loop Detection

O Examines the subject field for known
trouble subjects.

O Examines the from field for known bad
userids like ‘mailer’, ‘*daemon*’, and
‘postmaster’

O Looks inside the body for a copy a message
with fields referencing the list userid.

O Does NOT use ‘Message-ID:" — runs a
CRC on the stripped body and throws
away anything with the same signature as
one of the previous N messages.

Loop suppression, Traffic control
O Per-list daily limits on message traffic

O Constant sources of bad commands are
“served off” and silently ignored until the
postmaster restores service.

O Constantly monitors link backlogs — goes
offline and online like Unix acct(2).

List Configuration Terms

O (access-level)

» Public

» Postmaster

« A1,A2,.. where Al is
1. Private
2. (listname)
3. Owner or Owner(listname)
4. Service or Service(listname)

List Configuration Terms

O (destination)
« List
« Sender
» Both
« None
+ “address”

O (interval)
+ Yearly, Monthly, Weekly, Daily, Hourly
+ Single

List Configuration Terms

C (area)
« Name of a network
« Name of a country
« Value of the ‘local’ keyword
+ A nodename or pattern

O (mon-address)
« “address”
+ ‘Postmaster’ or ‘Postmasters’
« ‘Owner’ or ‘Owners’
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Major List Keywords

O Review= (access-level)

O Subscription= By_owner | Open | Closed
O Send= (access-level) | Editor

O Reply-to= (destination),Respect | Ignore
O Files= Yes | No

O Confidential= No | Yes | Service

O Validate= Store only | All commands

O X-Tags= Yes | No | Comment

Major List Keywords

O Stats= Normal | Extended | None, (access-
level)

O Ack= Yes | Msg | No

O Notebook= No | (Yes, (fm), (interval) |
Separate, (access-level))

O Owner= (addressl) | (access-levell), ...
O Editor= (addressl), ...
O Language= idiom

Major List Keywords

O Service= (areal), ...

O Local= nodel, ...

O Errors-To= (mon-addressl), ...

O Default-Options= user_options

Node Administrator Facilities

Node Administrators can —

+ Submit commands on the behalf of any
local user.

+ Can have a users automatically deleted
from all lists they are subscribed to (in the
world).

« Hold / Free lists
« Put the LISTSERV offline, etc.

User List Options

Controlled by each user on a per list basis —
* Mail / NoMail

Files / NoFiles

Ack / NoAck / MsgAck
Repro / NoRepro
Conceal / NoConceal

Major User Commands

O Help / Info ?

O List [ detailed | long | short ]

O Query listname

O SUBscribe/SIGNON listname [ fullname ]
O UNSubscribe/SIGNOFF listhame

O SET listname options

O REView listhame A[ (options ]
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Major User Commands

0 STats listname [ (local ]

O GET filename

O PUT filename [ options ]

0 INDex filelist_name

O PW add/change/delete password(s)
O AFD/FUI add/delete/get

O SHOW [ options ]

List Archival / File Storage

T Lists are achived and available according
to their definition. Users can fetch entire
logs or have entries sent to them which
have been flagged by database operations.

O Files are organized under “filelists” and
either referenced explicitly or as a part of
“packages.”

O Users can subscribe to packages or indi-
vidual files.

O GET and PUT permissions are controlled
at all levels by access lists.

Database Facility

O General database engine used to query
the master BITNET node database, LIST-
SERV node database, and any list archives

a

Access primarily through interactive mes-
sages and frontend programs which send
the raw commands and parse the results.

a

Complex English queries allowed

a

Most often used to lookup information in
a list archive and have the “hits” sent back
to the user.

Database Query Examples

Search Rosemary in MOVIES

Search Hardware problem with a 4381 in IBM-L
Search wooden chair (blue or green) in CHAIRS
Search problem in BBOARD since July

Search place chair in CHAIRS where price < 50

Select * in BITEARN where -
site sounds like COHRNEAL

Select * in TCP-IP where -
subject contains fax or facsimile

What’s needed on the Internet?

Parts of most everything, although —
T Peering is probably best left to die. Net-
news handles the large list distribution.

[ File distribution is difficult, but there are
perhaps some creative options available.

O The “distribute” function is also difficult,
but very important.

0 User directory service is best treated as
an independent resource of which the
LISTSERV function would be a client.

Thoughts on Design &
Additional Functions

T Slicing, dicing, megaserver should proba-
bly be avoided

0 The functions and specifications should
be modularized and split out, but it’d be
nice if they were able to use each other to
present a well-integrated overall facility.

om
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3.1. APPLICATIONS AREA

3.1.1 Distributed File Systems (dfs)

Charter

Chair(s):

Peter Honeyman, honey@citi.umich.edu

Mailing Lists:

General Discussion: dfs-wg@citi.umich.edu
To Subscribe: dfs-wg-request@citi.umich.edu

Description of Working Group:

Trans- and inter-continental distributed file systems are upon us. The conse-
quences to the Internet of distributed file system protocol design and imple-
mentation decisions are sufficiently dire that we need to investigate whether
the protocols being deployed are really suitable for use on the Internet. There’s
some evidence that the opposite is true, e.g., some DFS protocols don’t check-
sum their data, don’t use reasonable MTUs, don’t offer credible authentication
or authorization services, don’t attempt to avoid congestion, etc. Accordingly,
a Working Group on DFS has been formed by the IETF. The Working Group
will attempt to define guidelines for ways that distributed file systems should
make use of the network, and to consider whether any existing distributed file
systems are appropriate candidates for Internet standardization. The Working
Group will also take a look at the various file system protocols to see whether
they make data more vulnerable. This is a problem that is especially severe for
Internet users, and a place where the IETF may wish to exert some influence,
both on vendor offerings and user expectations.

65

Goals and Milestones:

May 1990

Generate an RFC with guidelines that define appropriate behavior of dis-
tributed file systems in an internet environment.
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3.1.2 Distributed Scheduling Protocol (chronos)

Charter

Chair(s):

Paul Linder, lindner@boombox .micro.umn.edu

Mailing Lists:
General Discussion: chronos@boombox.micro.umn.edu
To Subscribe: chronos-request@boombox.micro.umn.edu

Description of Working Group:

The Chronos protocol Working Group is chartered to define a protocol for the
management of calendars, appointments and schedules over the internet. In
defining this protocol, several questions must be addressed. The role of the
calendar administrator must be defined. Differing levels of security need to be
specified to allow maximum functionality yet still allow privacy and flexibility.
The scope of the protocol should also be evaluated; how much burden should we
put on the server, on the client? Additionally the behavior of multiple chronos
servers must be analyzed.

This protocol should be able to be developed and stabilized within 6-8 months,
since there is already a draft specification to work from. The process is subject
to extension if many new features are added, or more revision is needed.

Goals and Milestones:

Jan 1991

Feb 1991

Mar 1991

Jul 1991

Review first draft document, determine necessary revisions. Follow up discus-
sion will occur on mailing list. Prototype implementations.

Make document an Internet Draft. Continue revisions based on comments
received over e-mail.

Spring IETF meeting. Review final draft and if OK, give to IESG for publica-
tion as RFC. Begin implementations.

Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.
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3.1.

APPLICATIONS AREA

3.1.3 Domain Name System (dns)

Charter

Chair(s):

Michael Reilly, reilly@pa.dec.com

Mailing Lists:

General Discussion: dns-wg@nsl.dec.com
To Subscribe: dns-wg-request@nsl.dec.com

Description of Working Group:

The DNS Working Group is concerned with the operation of name servers on
the Internet. We do not operate name servers but serve as a focal point for the
people who do operate them. We are also concerned with the Domain Name
System itself. Changes to the existing RFC’s, for example, are discussed by the
Working Group. If changes to the RFC’s or additional DNS related RFC’s are
deemed necessary the Working Group will propose them and will prepare the
associated documents.

Because we intend to serve as the focal point for people operating name servers,
one of our projects will be to assist anyone bringing up a name server by
publishing a collection of useful hints, tips and operational experience learned
by the people already running name servers.

The DNS Working Group will also take an active role in the dissemination of
solutions to problems and bugs encountered while running various name server
implementations. We will also provide guidance to anyone writing a new name
server implementation, whenever possible.

Goals and Milestones:

TBD
TBD
TBD
TBD
TBD
TBD
TBD

Adding DNS variables to the MIB.

Hints, tips, and operations guide for DNS software
Implementation catalog for DNS software.

Discussion of adding load balancing capability to the DNS.
Discussion of adding a Responsible Person Record. ‘

Discussion of adding network naming capability to the DNS.
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Evaluate short-term measures to improve, or at least describe the security of

the DNS.
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CURRENT MEETING REPORT

Reported by Michael Reilly/DEC
DNS Minutes - Boulder

This was sort of a startup meeting for the Domain Name System (DNS) Working Group.
Our primary goal was to determine the short and long-term goals of the group and to
determine what direction the group wants to take.

We began by discussing a list of potential areas for the Working Group to focus on. We
also discussed some of the problems in the DNS and the BIND nameserver implementation.
Several areas were identified for further work.

In the near term the group will update the Charter and discuss the group’s goals on the
mailing list.

In the immediate future we will concentrate on:

1. Increasing the robustness of the existing BIND implementation by fixing a couple of
known problems and working with Berkeley (UCB) to encourage use of the updated
BIND code.

2. Increasing the robustness of the DNS by encouraging root nameservers to incorporate
the updated BIND code.

3. Increasing the robustness of the DNS by encouraging root nameservers to NOT pre-
form recursive lookups.

4. Collecting as much of the existing wisdom concerning management and operation of
a DNS server as well as BIND specific information as we are able to. It is anticipated
this information will be made available in the for of a “cookbook” style document.

Attendees

Steve Alexander stevea@i88.isc.com

Philip Almquist almquist@jessica.stanford.edu

William Barns barns@gateway.mitre.org

Robert Collet /pnrobert.d.collet/o=us.sprint/admd=telemail/c=us/@sprint.com=
Curtis Cox zk0001@nhis.navy.mil

Vince Fuller vaf@Standford.EDU

Robert Gilligan gilligan@sun.com

Juha Heinanen jh@funet.fi

Darren Kinley kinleyQcrim.ca
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Holly Knight
Alex Koifman

E. Paul Love
Paul Mockapetris
Lynn Monsanto
Michael Reilly
Robert Reschly
Tim Seaver
Richard Smith
Roxanne Streeter
Sally Tarquinio
Glenn Trewitt

A. Lee Wade
Walter Wimer
Cathy Wittbrodt

hollyQapple.com
akoifman@bbn.com
loveep@sdsc.edu
pvm@darpa.mil
monsanto@eng.sun.com
reilly@pa.dec.com
reschly@brl.mil
tas@mcne.org
smiddy@pluto.dss.com
streeter@nsipo.nasa.gov
sallyQgateway@mitre.org
trewitt@pa.dec.com
wade@discovery.arc.nasa.gov
walter.wimer@andrew.cmu.edu
cjwlnersc.gov
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CURRENT MEETING REPORT

Reported by Michael Reilly/DEC
DNS Minutes

We began this meeting of the DNS Working Group by discussing administrative details.
Several Working Group members expressed problems in getting added to the namedroppers
mailing list. The Working Group decided it would be beneficial to setup a DNS Working
Group mailing list. Mike Reilly volunteered to host the list.

The mailing list is dns-wg@nsl.dec.com. Add/drop requests are to be sent to dns-wg-
request@nsl.dec.com.

We spent some time discussing the Charter of the Working Group. Several goals were
identified for the near term. Discussion of these goals is to take place on the mailing list.
The top four goals are:

¢ Define DNS related MIB variables. The Working Group does not have experience in
writing MIB definitions so we will produce a list of variables and work with others to
produce the document describing them.

e Produce a DNS Operator’s Guide for publication as an informational RFC. There was
some discussion concerning the inclusion of BIND specific information in the RFC
or whether the guide should simply discuss operational experience from the Internet.
This was not resolved at the meeting but will be resolved as work progresses. The
relationship between this document and RFC 1033 (Domain Operations Guide) as
also discussed.

¢ Investigate additional Resource Records as well as other changes to the DNS RFC’s.
Many of the proposed changes to the DNS RFC’s come as a of the publication of
the host requirements RFC (1123) or as a result of operational requirements in the
Internet. The Working Group expects to be involved in producing additional RFC’s
as the need arises.

¢ Investigate and document the security (or lack of ) in the current DNS and in common
implementations (for example, BIND).

Mike Reilly is working on an updated Charter which will describe these goals and include a
time schedule. This will be posted to the mailing list for discussion and review next week.

The DNS Working Group will also be investigating ways to work closely with the individuals
running DNS nameservers on the Internet. We hope to both learn form them so that
the Operations Guide mentioned above will be as useful as possible and to serve as a
useful resource for identification and resolution of problems encountered in operating DNS
nameservers.
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Phil Almquist is being funded to produce a more robust version of BIND for general dis-
tribution. He presented his plans and time schedule in detail during the DNS Working
Group meeting. The discussion following his presentation indicated that there was positive
support for his efforts.

We spent that last portion of the meeting discussing ways in which the DNS could and
should be used as a part of dynamic host configuration. Several members of the Dynamic
Host Configuration Working Group described their needs and limitations in the current
DNS which prevent its use for this purpose. The discussions helped make many of the DNS
Working Group members aware of the needs hosts wishing to dynamically configure. We
will work with the Dynamic Host Configuration Working Group to determine how the DNS

can help them.
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3.1.4 Internet Mail Extensions (smtpext)

Charter

Chair(s):

Gregory Vaudreuil, gvaudre@nri.reston.va.us

Mailing Lists:
General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu

Description of Working Group:

The SMTP extensions Working Group is chartered to develop extensions to
the base SMTP protocol (RFC821) to facilitate the more efficient transmission
of 8 bit text and binary data. Among the extensions to be considered to
SMTP are the elimination of the ASCII text character restriction and line
length restriction to allow the sending of arbitrary 8 bit character sets, and the
definition of mechanisms to facilitate binary transmission, and extensions to

the negotiation sequence to facilitate batch transmission.

Goals and Milestones:

Apr 1991

Aug 1991

Aug 1991

Dec 1991

Mar 1992
Mar 1991

Review the Charter of the group. Determine if changes to SMTP are neces-
sary. Discuss the needs for backward compatability, and interoperabiliy. This
discussion will be held by email.

Discuss the elimination of the 7 bit restrictions in SMTP, and the implications
of removing this restriction in terms of interoperation.

Discuss the issues involved with binary transmission. Determine whether a “bi-
nary” mode should be pursued, and whether the SMTP line length restriction
should be eliminated.

Write a document specifying the changes to SMTP agreed to by the group.
Post as an Internet Draft.

Review and finalize the SMTP Extentions document.

Submit the SMTP Extentions document as a proposed standard.
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CURRENT MEETING REPORT

Reported by Greg Vaudreuil/CNRI
SMTPEXT Minutes
Agenda

Introduction

Why Are We Here?

Should We Be Here?

Goals For The Group

Mail Extensions Architecture
Message Format Architecture

The IETF Internet Mail Extensions Working Group met for two days at the 20th IETF
meeting in St. Louis.

The meeting began with an overview of the motivations for forming the Working Group,
and a discussion of the role the group should play in the context of the current Internet mail
environment and the emergence of X.400 based mail systems. There was little debate about
the necessity to engineer a short-term solution to the need for greater mail functionality,
especially for international character set support. There was a feeling that the work of this
group could potentially speed the X.400 deployment into the current Internet. By increasing
the functionality of X.400 gateways and stimulating the development of multi-media mail
facilities, the work may facilitate the smooth transition to X.400. No one expressed an
opinion that this work should not continue.

The Working Group spent the remainder of the morning enumerating possible goals for the
mail extensions effort. The group proceeded to narrow the list of goals to a manageable
subset for the first phase of the effort.

Possible Goals

Goals chosen for the initial effort marked with an X.

Include support for most international multi-character sets in message body.
Support multi-part messages.

Support multi-media messages.

Increase interworkability with X.400.

Remain backward compatible with RFC 822, 821.

Support enhanced functionality over current 7 bit transport.
Use 8 bit transport paths if available.

Enhance multi-character set support in message headers.
Resolve line length, end of message, and format effector issues.
Resolve message length issues (Message Fragmentation).
Include external references for long messages.

MoeD e M M M K M X
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- Define standard error message reporting formats (Internet Mail
Control Message Protocol).
- Define a standard User Agent (UA) configuration file format (.mailcap).
- Mail Gateway requirements document.
- Receiver initiated file transfer.
- POP-IMAP-PCMAIL standardization issues.
- Subsume X.400 Functionality (Return Receipt, Privacy Enhanced Mail, Accounting).
- Listservice Specification.
? Mail Transport MIB.
? Enhanced addressing (i.e., Phone Number, Postal Address).
- Mailbox Management.
- Message Storage Architecture.
X Establish Liaison with X.400.

After enumerating the goals for the mail extensions effort, the group proceeded to categorize
the goals as either RFC 822 Message Format Extensions or RFC 821 SMTP Extensions.
The group briefly discussed the differences between RFC 821 and RFC 822, resulting in
greater understanding of the current mail environment. One crucial distinction was the
point in the specifications where ASCII-7 is defined to be the character set. It was found
that SMTP does indeed specify ASCII as the character set, rather than the set of allowed
bit codes.

Architecture

The Working Group proceeded to spend the second full afternoon session discussing the
transport architecture to be used in enhancing the current Mail system. The architecture
discussion was crucial to understand the context of the changes needed to the message
format, and SMTP RFC’s. Initially there were two competing ideas for this architecture,
and later, a transition solution was proposed.

The 7 Bit Solution

The first proposal, based on the existing 7 bit infrastructure, specified no changes to the
SMTP protocol, and made all mail functionality enhancements in the RFC 822 message
format. In the special case of 8 bit text, the conversion to a 7 bit encoding occurs in the
sending and receiving User Agents.
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The 8 Bit Solution

The second proposal, based on current practice among those currently using extended char-
acter sets in Europe, consisted of lifting the 7 bit restriction in SMTP, and using existing 8
bit friendly User Agents to pass 8 bit character codes to capable terminals. This proposal
has been referred to as the “declare 7 bit to be broken”. It was asserted that most SMTP
Message Transfer Agent’s (MTA) currently pass 8 bit mail unmodified. This proposal re-
quires no special encoding of 8 bit text.

These two proposals are not interoperable. The first, the 7 bit solution, interoperates with
current SMTP agents, but not with existing 8 bit users or their agents. The second works
with existing 8 bit User Agents but not fully conformant SMTP implementations.

The 8/7 Bit Transition Solution

After some discussion, a transition solution was proposed by the Chair, soon to be dubbed
the “Wretched” solution. This proposal required 8-bit capable SMTP agents to convert
from 8 bit to 7 bit message formats. This proposal was based on the principle that a
conversion from 8 bits to 7 bits can be specified such that the same conversion can be made
either by a User Agent, or by a mail forwarder on a per-message demand basis.

This transition proposal has two distinguishing features. In the existing world of 7 bit
SMTP MTA agents, it is identical to the 7 bit proposal, requiring all UA’s to either encode
or decode 8 bit text. In the ideal world where all SMTP MTA’s are 8 bit capable, it is
identical to the 8 bit solution. It does however require implementing the conversion process
in both the MTA’s and UA’s.

A third feature, one that turned out to cause problems, is the requirement that the entire
message be convertible from 8 bit to 7 bit without regard to the contents. It was felt that
if a suitable encoding was chosen, it could be indicated by prepending a new header line
“Message encoded in 7 bits” by any MTA that modified the message.
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At the conclusion of the first day, the group tentatively adopted the transition solution.
Day 2

The second day was scheduled to begin work on the specifics of the Message Format Ex-
tensions required to achieve the goals previously defined. The work was intended to be
essentially independent of the RFC 821 SMTP efforts to be discussed later in the day.
However, within minutes, it became clear that the group had not realized many of the
implications of the transition proposal. Specifically, there is an implication that non-text
messages originating from an 8 bit User Agent may, with certain encodings, be re-encoded
by the MTA, resulting in double-encoding. For a worst case example, consider a binary mes-
sage encoded to utilize a full 8 bit path. If it encounters a 7 bit MTA later in the journey, it
will be converted again. While judicious choice of encodings will make this double encoding
a non-issue, the perceived additional complexity, and the restrictions this implied in the
multi-part, multi-media extensions to be proposed caused many in the group to re-evaluate
their positions with regard to the transition proposal.

For the purpose of making progress the Working Group adopted the 7 bit proposal to begin
work on the 822 message body extensions. There remains significant constituency for the
transition proposal, but after hours of hallway discussions, the group reached a consensus
that changes to SMTP merely to facilitate the 8 to 7 conversion were not sufficient to
Justify upgrading the MTA infrastructure. However, many hold hope that enhancements
including binary transmission will result in a system that can fully and efficiently utilize 8
bit transport.

Message Format Extensions

After the contentious issues of mail transport were put behind the group, work began on
defining an extension to the RFC 822 message format to facilitate multi-part, multi-media
applications, including international character sets. The group began by considering a
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specific proposal by Borenstein, Freed, Vance, and Carosso (BFVC). As this proposal was
put forth, a debate ensued over the relative merits of line counts vs message boundary
delimiters. The group felt that in general, message delimiters were superior to line counts
for reliability and readability, but that line counts were useful “hints” which allowed fast
parsing of long multi-part messages. A proposal to combine both message delimiters and
line counts was made, but not pursued.

The group moved forward and chose to use the BFVC proposal as a strawman. Several
issues were raised.

The message boundary delimiter is chosen at random for each message. This eliminates
the need to reserve a specific begin and end sequence for messages. It was not clear how
difficult it would be to implement this scheme.

The content-encoding and content-type are independent fields which are included for each
of the message body parts. Advocates asserted that these independent axis make the overall
implementation easier than defining a standard encoding for each body part. This proposal
allows a sender to encode a message in whatever encoding type is optimal for the message
sent. The receiver must then be able to decode each of the several standard encoding types.
With several standard encoding types defined, a sender could pick the ideal encoding for
the particular message type. This many-types, limited encodings approach reduces the
complexity for a full featured User Agent. This proposal has the disadvantage of increasing
complexity in a single function station, such as a fax server, or text only User Agent.

The implication that a User Agent must implement several decoding and encoding mecha-
nisms to simply receive and send 8 bit text was of some concern. This was discussed but
not resolved. One proposal was to make 8 bit text a special case with a single encoding

type.

A strawman poll was taken with the following options.

1. Body part “a” must be sent with encoding type “y”.

2. Body part “a” should be sent with encoding type “y”, but may be sent with any

encoding x,y,z.

Body part “a” can be sent with any encoding x,y,z.

4. Body parts a, b, ¢ can be sent in any encoding x,y,z except for body part “d” which
must be sent in “x”.

il

There was no majority, with most expressing preference for (2), and and equal number
expressing either (3) or (4).

Future Meetings

The Chair of the Working Group strongly advocated an interim meeting. He proposed a
choice between a face to face meeting or a Video Teleconference. The group preferred a
Video Teleconference. The Chair took an action to find open dates and if possible, schedule
a Video Teleconference. Interest was expressed by some of the international participants in
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holding a Working Group meeting in Europe in the near future.
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3.1.5 Internet Message Extentions (822ext)
Charter

Chair(s):
Gregory Vaudreuil, gvaudre@nri.reston.va.us

Mailing Lists:
General Discussion: ietf-822@dimacs.rutgers.edu
To Subscribe: ietf-822-request@dimacs.rutgers.edu

Description of Working Group:

This Working Group is chartered to extend the RFC 822 Message format to
facilitate multi-media mail and alternate character sets. The group is expected
to formulate a standard message format, roughly based on either RFC1154 or
RFC 1049. The immediate goals of this group are to define a mechanism for
the standard interchange and interoperation of international character sets.

Goals and Milestones:

Done Review the Charter, and refine the groups focus. Decide whether this is a
worthwhile effort.

Done Discuss, debate, and choose a framework for the solution. Assign writing as-
signments, and identify issues to be resolved.

Jul 1991  Review exiting writing, resolve outstanding issues, identify new work, and work
toward a complete document.

Nov 1991 Post a first Internet Draft.
Dec 1991 Review and finalize the draft document.

Jan 1992  Submit the document as a Proposed Standard.
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3.1.6 Network Database (netdata)

Charter

Chair(s):

Daisy Shen, daisy@watson.ibm.com

Mailing Lists:

General Discussion: ietf-ndbQucdavis.edu
To Subscribe: ietf-ndb-requestQucdavis.edu

Description of Working Group:

The Network Database Working Group is chartered to define a standard inter-
face among databases on TCP/IP networks. The Working Group will address
the issue of database connectivity in a distributed environment which allows au-
thorized users remote access to databases. It will be designed as a client/server
model based on TCP/IP as its communication protocol.

Several problems must be resolved that are associated with the network database
protocol, such as management of multiple threads between clients and servers,
management of multiple servers, management of data buffers, data conversions,
and security.

Additional related problems will be covered as the discussion goes on. There-
fore, the description and the schedule can be revised.

This Working Group is independent from the SQL access group; however, there
may be some overlapping interest. The SQL access group is welcome to join
IETF’s discussions and share information in both directions. If both groups
find that merging two efforts in one will speed up the process, the merge can
be done in the future. For now, this Working Group works on issues according
to our own schedule and efforts.

Goals and Milestones:

83

Done Review and approve the Charter, making any changes necessary. Examine
needs, resources for this network database protocol and define the scope of
work. Begin work on a framework for the solution. Assign writing assignments
for first draft of the document.

Jun 1991  First draft to be completed.

Aug 1991 Review first draft document, determine necessary revisions. Discuss problems
remained unsolved from the first IETF meeting.

Dec 1991  Continue revisions based on comments received at meeting and e-mail. Start

making document an Internet Draft.
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Mar 1992 Review final draft. If it is OK, give it to IESG for publication as RFC.

Jun 1992 Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.
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CURRENT MEETING REPORT

Reported by Daisy Shen/IBM
Network Database Minutes

This is a new Working Group Chaired by Daisy Shen. The first meeting consisted of
discussing the Charter, defining the scope and preparing for the next meeting.

All attendees agreed upon the Charter; although there was no discussion regarding the
schedule and the milestones. Those items will be discussed at the next meeting.

Define the Scope
1. It will be built as a client/server model which will be called a database requester/server.
2. RPC will be used on top of TCP/IP as the communication vehicle.
3. We will define the concept of the Unit of Work.

4. We will do data conversion.

(1}

. Security:

e Use Kerberos for authentication
e Let each database system handle its own security.

6. If the server has more than one database, we require that the databases be homoge-
neous.

Work to Be Done

Before the next meeting, we will find out:

The effort of the OSI/RDA group related to this subject.
The effort of the OSF group related to this subject.

The effort of other vendors related to this sub ject.
Advertising this Working Group.

A first draft will be written.

e e o o o
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3.1.7 Network Fax (netfax)

Charter

Chair(s):

Mark Needleman, mhn@stubbs.ucop.edu

Mailing Lists:
General Discussion: netfax@stubbs.ucop.edu
To Subscribe: netfax-request@stubbs.ucop.edu

Description of Working Group:

The Network Fax Working Group is chartered to explore issues involved with
the transmission and receipt of facsimilies across TCP/IP networks and to de-
velop recommended standards for facsimile transmission across the Internet.
The group is also intended to serve as a coordinating forum for people doing
experimentation in this area to attempt to maximize the possibility for inter-
operability among network fax projects.

Among the issues that need to be resolved are what actual protocol(s) will be
used to do the actual data transmission between hosts, architectural models for
the integration of fax machines into the existing internet, what types of data
encoding should be supported, how IP host address to phone number conversion
should be done and associated issues of routing, and development of a gateway
svstem that will allow existing Group 3 and Group 4 fax machines to operate
in a network environment.

It is expected that the output of the Working Group will be one or more RFC’s
documenting recommended solutions to the above questions and possibly also
describing some actual implementations. The life of the Working Group is
expected to be 18-24 months.

It is also hoped that some fax vendors, as well as the networking community
and fax gateway developers, will be brought into the effort.

Goals and Milestones:

Done

Mar 1991

Aug 1991

Review and approve charter making any changes deemed necessary. Refine
definition of scope of work to be accomplished and initial set of RFC’s to be
developed. Begin working on framework for solution.

Continue work on definition of issues and protocols. Work to be conducted on
mailing list.

First draft of RFC to be completed. To be discussed at IETF

meeting and revised as necessary.
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Dec 1991 Continue revisions based on comments received and i e to IESG for publication

as RFC.

Mar 1992  Overlapping with activities listed above may be implementations based on ideas
and work done by the Working Group. If so revise RFC to include knowledge
gained from such implementations.



3.1. APPLICATIONS AREA 91

CURRENT MEETING REPORT

Reported by Mark Needleman/U California
NETFAX Minutes

The Netfax Working Group meeting was held on March 14, 1991 at the IETF meeting in
St. Louis. The major purpose of the meeting was to discuss a proposal submitted by ISI to
define a file format for facsimilies using TIFF. The idea behind this is that the problem of
using facsimilies on the internet needed to be broken down into two separate and discrete
tasks. One of which would be to agree on a common file format, and separately to come to
some agreement on a transport mechanism.

The thought was that once the file format was agreed on there would be enough common
agreement in place so that some experimentation could begin. Once the experimentation
had taken place there could be later agreement on what was the best transport mechanism
(SMTP or FTP) or perhaps multiple mechanisms could be used depending on what made
sense in a particular environment.

There was a lot of agreement with this basic concept. There was also a good bit of discussion
on whether TIFF was the best mechanism to use as proposed in the ISI paper or whether
something using ODA should be the mechanism. It was concluded that the group did not
have enough expertise with ODA to make that evaluation and what was needed was a
definition of what an ODA encoding for facsimilies would look like so it could be compared
to the TIFF encoding as presented in the ISI paper. Peter Kirstein (P.Kirstein@cs.ucl.ac.uk)
agreed to provide such a definition and post it to the list.

The ISI paper is available for anonymous ftp from stubbs.ucop.edu as:
/pub/netfax/isi-faxpaper

A discussion was held over the transport mechanism for actually moving facsimilies around
the network and whether it should be SMTP or X.400. Dave Crocker discussed some of the
recent happenings at the Internet Mail Extensions (SMTPEXT) Working Group and his
feeling that some of the mail header extensions that would be needed should be happening
in the near future. He also mentioned how these headers would be compatible with X.400
whenever possible. This gave the group the sense that the issue of X.400 versus SMTP was
not all that important since anything done for SMTP would most likely be compatible with
X.400 headers.

Carl Malamud (carl@malamud.com) agreed to look at what headers exit in both SMTP
and X.400 that could define the type of information that might be needed to transmit
facsimilies across the network. This will enable us to determine if new headers need to be
asked for from the SMTP group. It was also mentioned that once agreement was gotten on
the headers, a combination of transport mechanisms could be used including FTP. All that
would be needed for FTP would be to add the proper headers at the beginning of the file to
be sent to a fax server. This common definition of headers along with a common agreement
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on file format holds out the promise of maximum interoperability among fax servers that
might be deployed.

Action Items

e Peter Kirstein will post to the list, a definition of what an ODA encoding would look
like. This will enable the group to quickly decide on the relative merits of ODA versus
TIFF and make a final decision by the next meeting.

e Carl Malamud will post to the list, his investigation of mail headers. This will enable
the group to decide what extensions need to be defined, if any, or whether what
already exists is usable.

o Mark Needleman agreed to separate the netfax mail archives into multiple files for

ease of downloading.

Attendees

David Crocker
Steve Deering

dcrocker@pa.dec.c
deering@xerox.com

Ned Freed net@ymir.claremont.edu
Robert Hagens hagens@cs.wisc.edu
Russ Hobby rdhobbyQ@ucdavis.edu

Mike Janson
Kenneth Key

Peter Kirstein
Anders Klemets

Jim Knowles

Shelly Knueven
Tracy LaQuey Parker

mjanson@mot.com
key@cs.utk.gdy
kirstein@cs.ucl.ac.uk
klemets@cs.cmu.edu
jknowles@trident.arc.nasa.gov
shelly@wugate.wustl.edu
tracyQutexas.edu

E. Paul Love loveep@sdsc.edu
Clifford Lynch lynch@postgres.berkeley.edu
Carl Malamud carl@malamud.com

Mark Needleman
Ursula Sinkewicz
Wing Fai Wong
Wengyik Yeong

mhn@stubbs.ucop.edu
sinkewic@decvax.dec.com
wifwong@malta.sbi.com
yeongw@psi.com



3.1. APPLICATIONS AREA

3.1.8 Network News Transport Protocol (nntp)
Charter

Chair(s):
Eliot Lear,

Mailing Lists:
General Discussion: ietf-nntp@turbo.bio.net
To Subscribe: ietf-nntp-request@turbo.bio.net

Description of Working Group:

This group will study and review the issues involved with netnews transport
over the Internet. Originally released as an RFC in February of 1986, NNTP
is one of the widest implementations of an elective status protocol. As of this
writing, the protocol has just passed its fifth birthday, not having been updated
once.

Over the years several enhancements have been suggested, and several have even
been implemented widely. The intent of this working group will be to encode the
more popular and plausable enhancements into an Internet standard. Included
in the inital list of changes to be considered are the following:

o user level and site designated authentication methods;
o binary transfer capability;

o minimization of line turnaround; and

o stronger article selection capability.

It is expected that public domain software will be released concurrently with
an RFC, demonstrating the protocol enhancements.

Goals and Milestones:

Mar 1991 Define scope of work.

Jun 1991  Submit internet draft for review and comment.
Jun 1991 Possibly meet at USENIX for further comment.
Jul 1991  Meet at IETF for further comment.

Aug 1991 Submit RFC to IESG.
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3.1.9 Network Printing Protocol (npp)
Charter

Chair(s):
Glenn Trewitt, trewitt@pa.dec.com

Mailing Lists:
General Discussion: print-wg@pluto.dss.com
To Subscribe: print-wg-request@pluto.dss.com

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those issues
which will facilitate the use of printers in an internetworking environment. In
pursuit of this goal it is expected that we will present one or more printing
protocols to be considered as standards in the Internet community.

This Working Group has a number of specific objectives. To provide a draft
RFC which will describe the LPR protocol. To describe printing specific is-
sues on topics currently under discussion within other Working Groups (e.g.,
security and dynamic host configuration), to present our concerns to those
Working Groups, and to examine printing protocols which exist or are cur-
rently under development and assess their applicability to Internet-wide use,
suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the Charter, making any changes deemed necessary. Re-
view the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range printing
issues in the Internet. Review status of Palladium print system at Project
Athena.

Done Submit final LPR specification including changes suggested at the May IETF.

Discuss document on mailing list.
Done Submit LPR specification as an RFC and standard.
Jul 1990  Write description of the Palladium printing protocol (2.0) in RFC format.
Aug 1990 Discuss and review the draft Palladium RFC.
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CURRENT MEETING REPORT

Reported by Glenn Trewitt/DEC
NPP Minutes

Agenda

LPR/LPD Protocol RFC

Printer Access Protocol — modifications
Son of LPR/LPD; Palladium

Charter and Schedule

Network Printing Protocol from UMD

e & o o o

This meeting was hampered by a lack of continuity. Only four out of the twenty people at
the meeting had been to any previous meetings. Advance notice of the next meeting may
help with this.

Printer Access Protocol

There were several discussions before the meeting with members of the Security Area Ad-
visory Group (SAAG) about how to add security to PAP. John Linn, who sat in on the
meeting, was most helpful. Surprisingly, we were able to come up with a small set of
extensions that do security to everyone’s satisfaction. A note will be sent out describing
these. '

There was no discussion about the other issues mentioned in the Agenda, because Ajay
Kachrani and Glenn Trewitt were the only individuals who had specific knowledge of them.
Glenn has not seen any comments about the proposed changes that he sent out, or about
the use of (minimal) PDL commands for paper tray, font, etc., selection mentioned in the
Agenda.

LPD Protocol RFC

There was a very useful discussion about the nit-picky things that the RFC isn’t clear on,
such as acknowledgements. A revised RFC will be sent out with these elaborations within
two weeks. An attempt will be made to deal with the following issues that have been raised
at previous meetings:

e “Pure protocol” vs. 4.2 implementation.
¢ Noting extensions that have been made.

It is possible that some of the useful (compatible) additions may make it into 4.4 bsd. This
would be a big win.
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Network Printing Protocol from UMD

Bruce Crabill from the University of Maryland presented a protocol used there for printing.
It resembles SMTP, in the form of its client/server dialog. The functionality is a bit higher
than LPR/LPD. The significant improvement over LPR/LPD is the fact that responses can
be more detailed, and that information can be passed back to the client. (In LPR/LPD,
the only way that information gets back to the client is at the end of communication, in
which case a text string (usually an error message) is sent back.)

Son of LPR/LPD; Palladium

There are still alot of ideas about what belongs in the client ->spooler , spooler ->spooler
, and spooler ->printer protocols. There seemed to be considerable agreement that the
three had only minor differences between them. This would lead to the consideration that
perhaps there should only be one protocol. Is PAP a candidate? What about the UMD
work? Glenn wants to see some discussion about this on the list *before* the next meeting.

Network Printing Working Group Charter

There was no discussion of the Charter or schedule, although Glenn intends to have either
PAP or the LPR RFC ready for a final round of comments by the next meeting, and the
other polished up by the next one.

Attendees

Charles Bazaar
Bruce Crabill
Bill Durham
Elizabeth Feinler
Tom Grant
Keith Hacke
Ajay Kachrani
Neil Katin
Kenneth Key
Charles Kimber
Anders Klemets
John Linn

David Lippke
Joshua Littlefield
Leo McLaughlin
Donald Merritt
Keith Moore
Michael Patton

Jan Michael Rynning

Sam Sjogren
Glenn Trewitt

bazaar@emulex.com
bruce@umdd.umd. edu
durham@MDC.COM

grant@xylogics.com
hacke@Qinformatics.wustl.edu
kachrani@regent.enet.dec.com
katin@eng.sun.com
keyQcs.utk.gdy

klemets@cs.cmu.edu
linn@zendia.enet.dec.com
lippke@utdallas.edu
josh@cayman.com
1jm@ftp.com

don@brl .mil
moore@cs.utk.edu
mapQlcs.mit.edu
jmr@nada.kth.se
sjogren@tgv.com
trewitt@pa.dec.com
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3.1.10 TELNET (telnet)

Charter

Chair(s):
Dave Borman, dab@cray.com

Mailing Lists:
General Discussion: telnet-ietfQcray.com
To Subscribe: telnet-ietf-request@cray.com

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol Specifi-
cation”, in light of the last 6 years of technical advancements, and will determine
if it is still accurate with how the TELNET protocol is being used today. This
group will also look at all the TELNET options, and decide which are still
germane to current day implementations of the TELNET protocol.

o Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.

o Create RFCs for new TELNET options to clarify or fill in any missing
voids in the current option set. Specifically:

— Environment variable passing
— Authentication

— Encryption

— Compression

e Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones:

Done Write an environment option
Dec 1990 Write an authentication option
Dec 1990 Write an encryption option
Mar 1991 Rewrite RFC 854
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CURRENT MEETING REPORT

Reported by David A. Borman/Cray Research, Inc.
TELNET Minutes

Agenda

¢ Telnet Environment Option
e Telnet Authentication Option
¢ Telnet Encryption Option

The Telnet Working Group met the morning of Tuesday, March 12, 1991, and the afternoon
of Wednesday, March 13, at the St. Louis IETF meeting.

Telnet Environment Option

The first item of discussion was the ENVIRON option. Vint Cerf was present to express
some of the views of the IAB on this option, and their reluctance to endorse it.

The crux of the issue is the fact that the ENVIRON option allows for arbitrary environment
variable information to be passed between systems and that the draft RFC has no well-
defined variables in it, the lack of the latter causing even more concern about the former.
Vint suggested that submitting the ENVIRON option with some well- defined variables,
and without the unknown variables being allowed, unless there was some good justification,
could expedite the IAB accepting the ENVIRON option.

A list was put together of what well-known variables should be in the initial draft: The
list was USER (LOGNAME), JOB, ACCT, PRINTER, SYSTEMTYPE and XDISPLAY.
Dave Borman will write up a description of the format of the values for these and send
them to the mailing list for discussion.

Because there is a strong feeling that giving the user the ability to pass arbitrary environ-
ment variable information is very useful, discussion was held on how to continue. One item
that needs to be taken care of is to identify how to differentiate between well-known vari-
ables and user-defined variables. One option was to encode the information in the variable
name, for example, ala the X-foo naming used in mail. The other option was to add a
new code, USERVAR, that would have the same semantics as VAR, but be explicitly for
non-standard variable names. A vote was taken, with three options:

1. Encode information in name.
2. Add USERVAR.
3. Leave it out for now, and don’t worry about it.

With seven votes recorded, three voted for adding USERVAR, one voted for encoding in the
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name, and three voted for leaving it out for now. Hence, any future discussion for dealing
with user-defined variables will use the USERVAR code.

Dave Borman will look into Vint’ suggestion that it might be good for someone to go to an
IAB meeting and present the reasons for the user-defined variables.

Telnet Authentication Option

The Authentication option was next on the Agenda. The revised draft, with definitions
for Kerberos Version 4, was discussed. It became apparent that the NAME subcommand
in the Kerberos definitions was something that could be needed by many authentication
schemes, so the NAME suboption was moved up to its own suboption:

IAC SB AUTHENTICATION NAME remote user JAC SE

Two new options for Kerberos were added, CHALLENGE and RESPONSE, to provide
mutual authentication. After the server authenticates the client, the client sends the server
a CHALLENGE, an eight octet value encrypted in the session key. The server decrypts it,
adds one to it, re-encrypts it, and sends it back in a RESPONSE command. If the client
can successfully decrypt it, and get the original challenge value plus 1, then the server
has been authenticated to the client. As an additional step, both sides take the original
encrypted challenge, and encrypt it again in the session key, and save that new value for a
unique encryption key that can be used by the ENCRYPT option. Hence, the NEWKEY
command isn’t needed anymore, and was therefore removed. The ACCEPT command was
modified to remove the optional “authenticated principal”, as it provided no new, useful
information. There was a bit of discussion about the difference between authentication and
authorization. A user may be able to authenticate on the remote machine, but still not be
authorized to log in as the user specified in the NAME suboption. Also, this knowledge
might not be known to the telnet server. Hence, the Kerberos REJECT command may or
may not contain an explanation, and the client might well get an ACCEPT command, only
to then later see a failure message from some other part of the remote system that fails the
authorization.

A decision was made that, with these changes, the authentication option is fairly stable.
The changes will be incorporated into the document and distributed for review, and if
there are no major objections it will be sent off to be published as an RFC. The Kerberos
definitions will be removed and published as a separate document.

Telnet Encryption Option

One item of a rather lengthy discussion entailed the security aspects of the Encryption
option. The net result was that it was decided that for now the document would state that
the encryption option provides protection against a passive attacker (i.e, someone who is
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snooping in on the packets as they fly by), but not against an active attacker (i.e., someone
who is snooping, and can also intercept/modify the packets as they fly by). The crux of the
discussion was for when the encryption option is normally off, and is only being enabled in
one direction when sensitive information is passing over the network, like passwords. Later
versions of the option may contain information about how to provide adequate protection
against an active attacker.

Key exchange was also discussed. In all cases, key exchange is currently outside of the scope
of the Encryption option. It is assumed that there are one or more keys available that are
known to each side of the connection. It was decided that the START and REQUEST-
START would have an additional argument added, a keyid. A keyid is an arbitrary length
number. It is encoded with the MSB first, and the LSB last. All the bytes between the
START/REQUEST-START and the IAC SE are the keyid. A one-byte keyid with a value
of zero was reserved to mean “the default key”. This will usually refer to a key derived
as a side effect of authentication. For all other keyids, an algorithm is needed to do the
exchange of information to decide which key name to use. David Borman agreed to write
something up on this.

[ Begin addi*‘onal info, not part of the minutes of this meeting ]

What will be in the next draft is the addition of two new commands: ENC_KEYID
and DEC_KEYID. The side that is going to encrypt sends ENC_KEYID with a
keyid that it understands. The decrypting side responds with a DEC_KEYID
command with the same value if it accepts it, a different value if it doesn’t
accept it but has a different keyid to try, or an empty value if there are no
more values. If the encryptor receives a different value than what it sent, it
processes it in the same way, sending over one of the three possible responses.
This continues until both sides have sent and received (or received and sent)
the same value.

[ End of additional info ]

The initial description on Kerberos DES encryption that was in the latest draft document
was modified quite a bit. It was decided that we needed a definition for both Cipher Feed
Back (which is what was already documented, more or less...) and for Output Feed Back.
The Initial Vector is sent by the encryptor, and is sent as a clear text string across the
network. The view was that this was probably okay, but there was some concern that it
might need to be encrypted. However, for now it will just be clear text. The encrypter
sends across the IV, and the decryptor sends back either an IV_OK or IV.BAD message.
If IV_OK is received, then negotiation of the keyid, happens, and then encryption can be
enabled /disabled as needed.

The Telnet Working Group will meet at the July IETF Meeting in Atlanta.
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3.2 Internet Area

Director(s):
e Noel Chiappa: jnc@ptt.lcs.mit.edu

Area Summary

Reported by Greg Vaudreuil/CNRI

e IP over Appletalk
Discussed a couple of issues. They are working on an Appletalk over IP tunneling
specification and have a rough draft. Additional efforts include working on a variety
of MIBs for Appletalk as well as working on IP over the Point to Point Protocol.

o Multi Media Bridging

There have been proposals to change some facets of IP over 802 media to make
bridging easier. A document proposing changes was written, however the proposal
would incompatibly change the way IP is used over 802.5 networks. There was some
general discussion on what to do with the concept of transparent bridging. The group
felt that this idea, while not pure or attractive would not go away. Rather than let
chaos reign, the group opted to list the problems with the transparent bridging, and
attack the problems one at a time. Some of the issues include the hardware byte
order, and fragmentation. One firm idea is... if the box is not a pure bridge, the box
must be a full router, doing all the TTL, mtudiscovery, and other router functions.

o Router Requirements
The Router Requirements Working Group has a new version of the document. The
document is for the most part complete. The only missing pieces are network manage-
ment and miscellaneous applications. Outstanding technical issues include protocol
leaking between protocols, i.e., Rip to OSPF interactions, route pruning, and Type
of Service issues. A standard mechanism for picking among routes is needed to avoid
loops.

¢ Dynamic Host Configuration
No information available at the time of the plenary report. See the Minutes included
later in these Proceedings.

¢ Connection IP
Finish ST2. ST2 is an interim protocol by which the group can experiment with
resource allocation issues. This protocol will be run on the DARTNET testbed.
There are implementations of the protocol for experimentation.
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CURRENT MEETING REPORT

Reported by Andy Nicholson/Cray Research, Inc.
CBNR BOF Minutes

These are the Minutes from the “Conditioning of By-Request Network Resources” Birds of
a Feather session which met at the St. Louis IETF. Due to the small size and informality
of the meeting, no formal minutes were taken. This record is believed to be reasonably
accurate and proper credit given to the originators of the ideas and concepts presented. My
apologizes for any errors or omissions.

The meeting began with a short exposition from Andy Nicholson about the purpose of the
meeting and some description of work done at Cray Research Inc., for the support of Cir-
cuit Switched T3 networks. While working with circuit-switched T3 networks, developers
at Cray Research Inc., determined that there would be advantages to defining a standard
way to control certain classes of network resources through the internet. In the case of a
circuit-switched T3 line, the line should be switched on only when there are active transport
connections which can fully utilize the service. Due to the high cost of the resource, under-
utilization would be particularly undesirable. The developers believe that this capability
might have other applications in the internet and that an effort should be made to define
a standard protocol. It was noted that this work involved a host on the internet sending
internet messages to another host which communicated with a T3 switch, and could turn
the switch on and off.

Dan Friedman offered the suggestion that a more refined architectural model could be used
and that hosts would often be less concerned with accessing a particular network connection
than with making a particular class of service available. He suggested that messages should
be formatted to request an abstract service, rather than control a specific service provider
directly.

Jeff Young and Andy Nicholson were both uncomfortable with this idea, as existing products
do not exist to use this capability, and Cray Research was already working to provide
a resource-specific allocation capability for interested customers. They felt that it was
necessary to support direct access to specific resources.

Numerous discussions followed, during which Dan also noted that routing policy would be
involved in decisions whether to allocate network resource. A four-layer architectural model
emerged from these discussions:

e Policy Layer

Handles policy questions like “Will I allocate a resource to satisfy this request from
this requester?”

¢ Resource Layer
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Makes decisions regarding which of many possible resources to allocate to satisfy a
particular request.

e Action Layer
Handles the mechanics of allocating a particular instance of a type of resource.
e Hardware Layer

Actual network resources to be allocated and de-allocated.

In an actual system, each layer would be represented by some processing occurring on a
host somewhere in the internet, except for the hardware layer which might not be capable
of internet connectivity (i.e., a T3 circuit switch accessible only by a dialup line). When a
resource is desired, a message would be sent to the “Policy Manager” (the entity residing
at the policy layer), which would determine the disposition of the request.

In a real system, the Policy and Resource managers might be null, and simply pass requests
on the layer below. This will allow the implementation of a system where a host makes direct
requests for specific network resources (i.e., a specific T3 switch to connect two particular
hosts).

It was also agreed that routing policy is being explored by another group, so we would not
work on policy layer issues. Furthermore, we did not see an immediate need to work on
resource layer issues. We agreed that since there is an immediate need to define an interface
to the action layer, we would work on that. The interface between the action layer and the
hardware layer is hardware-dependent, and will need to be implemented on a case-by-case
basis. In the model, action layer direct messages would be sent to the policy layer, but
neither the policy nor resource layers are yet defined and exist as null entities.

Some of the information that the action manager would require appeared obvious and was:

Request type - what to do.

Resource identifier - what to do it to.

Status - probably a return value.

Endpoints - parties using the allocated resource.

Jeff Young postulated that there might be some vendor-specific information associated with
the allocation of a specific resource. Jeff felt that this information might best be stored with
the entity requesting the service and that the vendor specific information be passed in the
request message from the requester. Not all were thrilled with this idea and it was suggested
that this information should be maintained by the action manager and that the resource
identifier should be sufficient to find any vendor-specific information that might be required
to allocate the resource.
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It was also suggested that there might be accounting information in the request messages,
but it was noted that this might not always be necessary. It was also suggested that only
the policy and/or resource managers would be interested in this information and that it
should not be propagated to the action manager.

The vendor-specific data and accounting information issues got a lot of discussion, and it
was suggested that we could define a message option format, much like tcp or ip options. In
addition, we could pre-define at least two option types, vendor-specific data and accounting
information. This idea was not universally popular either. If we meet at the next IETF (as
the Chair hopes), these issues will require further discussion.

In the closing minutes of the meeting (it should be noted that we met on two consecutive
nights), we came up with some additional details. We would put the address of the intended
manager into the request messages. If the manager receiving a message is not the intended
recipient, then that manager will forward the message (as in the case of a policy manager
receiving action manager messages).

We also considered the possibility of a hierarchical message format, wherein the core message
is an action manager message, and resource and policy information are added to the core
message format, depending on the granularity of the requester’s request. This was not
decided at this meeting.

Dan Freidman and Andy Nicholson agreed to do some work on an RFC to document the
protocol the group is working on.

If the interested parties are able, we will meet at the next IETF meeting.

Attendees

David Borman dab@cray.com

Daniel Friedman danfriedman@bbn.com
Joseph Golio golio@cray.com
Andy Nicholson droid@cray.com

Jeff Young jsy@cray.com
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3.2.1 Connection IP (cip)

Charter

Chair(s):

Claudio Topolcic, topolcic@nri.reston.va.us

Mailing Lists:

General Discussion: cip@bbn.com
To Subscribe: cip-request@bbn.com

Description of Working Group:

This Working Group is looking at issues involved in connection-oriented (or
stream- or flow-oriented) internet level protocols. The long-term intent is to
identify the issues involved, to understand them, to identify algorithms that
address them, and to produce a specification for a protocol that incorporates
what the Working Group has learned. To achieve this goal, the group is defin-
ing a two year collaborative research effort based on a common hardware and
software base. This will include implementing different algorithms that address
the issues involved and performing experiments to compare them. On a shorter
time-line, ST is a stream-oriented protocol that is currently in use in the Inter-
net. A short-term goal of this Working Group is to define a new specification
for ST, called ST-2, inviting participation by any interested people. MCHIP
and the Flow Protocol have also been discussed because they include relevant
ideas.

Goals and Milestones:

Done
Done

Done

Produce a new specification of ST.
Define common hardware and software platform.

Implement hardware and software platform.

May 1991 Implement experimental modules and perform experiments.

May 1992 Produce a specification of a next generation connection oriented protocol.
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CURRENT MEETING REPORT

Reported by Claudio Topolcic/CNRI
CIP Minutes

Agenda

o Status reports

~ COIP-K

~ ST-II

— VT and PVP
— SRI activities

e Discussion
— Analysis of COIP approach vs other CL approaches

Meeting Report

Guru, Claudio and Steve gave overviews of the status of the implementations that they are
responsible for.

Barbara gave an overview of the activities at SRI.

e Benchmarks on DARTnet.

e SFQ (based on source & destination IP addresses only) - implemented but not de-
bugged.

SFQ + resource reservation - to work with ST, for example.

Writing an annotated bibliography on congestion control.

tg currently uses tcp or udp sockets; we need to add ST sockets and test. Benchmark
results: BW, loss, delay; fairness, path utilization.

Discussion of CO vs. CL Approaches

The purpose of this discussion was to understand the real differences between the approach
taken by this group versus other, ostensibly connectionless, approaches that have been pro-
posed, and where there are differences, to identify analysis, measurements, or experiments
that would give us a better understanding of which approach is superior in which situation.

Steve led a discussion of our understanding of an alternate CL approach. The following is a
diagram of the modules that would have to be implemented in a router in order to support
such an approach.
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We discussed what were believed to be differences in the approaches.

1. Classes vs. individual flows.

A proposed CL approach may have “classes” that can carry traffic belonging to differ-
ent flows. However, Guru’s MCHIP protocol has PICons and Lixia’s Flow Protocol
(FP) has Flow 0, either of which can carry packets from any flow so are equivalent
concepts. When you use a PICon, you have to include more addressing info than just
the logical channel number, perhaps the full addresses. This raised the question of
whether the short headers that ST and MCHIP use are worthwhile, and how often
they would be used?

We may have a different view of the future. Will individual flows be small or large
with respect to available bandwidth. If they are large, then identifying individual
flows will be more important. If they are small, then perhaps it is better to aggregate
a number of flows together. The answer may be different if we look at the short term
or the long term.

2. Reservation request and the start of the data flow.

There may be a difference as to the chronological binding of reservation to the time
flow begins. We make the reservation at the time the flow begins. An alterate
approach might allow a reservation ahead of time. There are some further issues,
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specifically, if the intent is to not do any work at the time the flow begins, then the
system must be prepared to redo work as the topology changes.

Failure recovery.

When a link goes down, connectionless protocols can reroute more easily if multiple
paths exist. But in the CO scheme, we could use Flow 0 or PICon (or encapsulate
ST in IP) along the alternate path without guarantees during the recovery. How fast
will IP rerouting be compared to CO connection repair? One RTT?

Location of resource manager.

The alternate approach allows the resource manager to be in a separate box from
the router. A resource manager separate from the router allows a hot standby for
redundancy, possibly fewer resource managers than forwarders, allowing the use of
dumb, and therefore cheap, forwarders, and may simplify the transition from the
current IP to an “integrated services” IP since the changes to the routers might be
less so it would be easier to get the vendor to accept the change.

However, it needs a reliable protocol between the resource manager and the forwarder,
which must be standardized to allow mixing vendors and introduces a number trade-
offs, e.g., problems because the manager doesn’t directly see connectivity changes.
Further, we don’t expect any difference in setup time required with separate resource
manager vs. one combined in the router.

. Transition path to the new system.

A CL approach is presumed to allow an easier transition. However, how significant
is it whether the first 20 bytes look the same as an IP header? In either case, new
software must be installed in all routers that need to implement resource management.
Host software may not need to change if resource management used only IP options
since the existing BSD software allows IP options to be specified by the application.

Resource management.

This is an issue regardless of the approach taken. Furthermore, in general, the same
mechanisms can be used in both approaches.

Flywheel resource allocation.

This is a scheme by which a router predicts the resource requirements of flows within
a implicitly by monitoring past usage and assuming that the requirements will change
slowly, that is, it has “momentum”. If a new flow is detected which would overuse a
class’s resources, that new flow could be blocked. This approach requires keep-alives,
may require further feedback to the applications, and does not interact well with
pre-scheduling of resources.

Routing.

A CO oriented approach doesn’t need smart routing because the routes are verified
anyway, allows for alternate path routing based on load whereas a datagram approach
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does not, because it is unstable. Further, we couldn’t see how IP multicast would
support dynamic flows efficiently.

9. Explicit vs implicit setup.

A CO scheme, which naturally incorporates explicit setup, allows coordinated call
blocking, which would allow for some set of related flows to succeed, rather than a
random set. However, in an implicit setup scheme, the cost (delay) is the same if the
setup fails, but much lower if it succeeds, which is presumed to be most of the time.
On the other hand, doesn’t just push the buck up a level (making the application
decide if connection didn’t work, vs. having explicit setup at a lower layer)?

Experiments

We identified a number of tests and experiments that could be conducted to try to tell
which approach may be better under what circumstances.

¢ Questions

—~ Does blocking work?

— How much interference comes from outages?
Do you honor scheduled calis?

— Utilization?

e Types of experiments:

— Measure lost bandwidth due to flywheel approach as utilization approaches sat-
uration.

— If CO implies enforcement per flow, and CL allows enforcement per class, which
works better.

—~ Failure recovery.

* What is the impact of an outage on flows over paths that haven’t failed (as
failed flows are rerouted)?

* How long does it take to reconstruct and what mechanisms are required in
each case?

* Measure time required to detect failure with various schemes.

e What is the setup time?

How well are pre-scheduled flows honored?

[ ]

Flip-side of (1): How much loss due to momentum of the flywheel (time the allocation
is held after the flow stops) and what is the impact of reducing the timeout?

Which approach is better for correlated flows?
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3.2.2 Dynamic Host Configuration (dhc)

Charter

Chair(s):

Ralph Droms, droms@bucknell.edu

Mailing Lists:
General Discussion: host-conf@sol.bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu

Description of Working Group:

The purpose of this Working Group is the investigation of network configura-
tion and reconfiguration management. We will determine those configuration
functions that can be automated, such as Internet address assignment, gate-
way discovery and resource location, and those which cannot be automated
(i.e., those that must be managed by network administrators).

Goals and Milestones:

Done

Done

Jan 1991

Jan 1991

TBD

We will identify (in the spirit of the Gateway Requirements and Host Require-
ments RFCs) the information required for hosts and gateways to: Exchange
Internet packets with other hosts, Obtain packet routing information, Access
the Domain Name System, and Access other local and remote services.

We will summarize those mechanisms already in place for managing the infor-
mation identified by Objective 1.

We will suggest new mechanisms to manage the information identified by Ob-
jective 1.

Having established what information and mechanisms are required for host
operation, we will examine specific scenarios of dynamic host configuration and
reconfiguration, and show how those scenarios can be resolved using existing or
proposed management mechanisms.

Write a bootp extensions document
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CURRENT MEETING REPORT

Reported by Ralph Droms/Bucknell
DHC Minutes

The discussion at this meeting was driven by three primary Agenda items:

e BOOTP forwarding agent document — Walt Wimer
e Dynamic IP assignment protocol — Jesse Walker
e DHCP Internet Draft — Ralph Droms

There was also discussion of future work.

Walt Wimer prepared a detailed description of the BOOTP forwarding agent (which is only
hinted at in the BOOTP RFCs) for use in the Router Requirements RFC and in the DHCP
RFC. The Working Group decided the appropriate course of action would be to publish
Walt’s document as a separate RFC updating the original BOOTP RFCs [RFC-951, RFC-
1084], with a reference from the Router Requirements RFC to this new RFC. The Working
Group also discussed some changes and filled in some details in the new RFC. Walt is
working on incorporating the Working Group’s suggestions and some other clarifications to
the original BOOTP RFCs to prepare his document for publication as an Internet Draft. A
draft version of the revised BOOTP forwarding agent document is available for anonymous
FTP from host sol.bucknell.edu in file dhcwg/bootp-forwarding.

Next, the Working Group discussed Jesse Walker’s description of the dynamic IP address
allocation and configuration parameter transmission algorithm. The Working Group was in
general agreement with the description of the client-server protocol. There was a spirited
discussion for and against the use of multiple DHCP exchanges for the transmission of
configuration parameters, e.g., in the case where there are more parameters than could be
transmitted in a single DHCP packet. This discussion interacted with an earlier discussion
about negotiation for transmission of parameters: a client may need to request certain,
specific parameters while a server may need to send parameters that were not requested
but should have non-default values in the client. The “Tastes Great” contingent felt that
restricting the client to a single DHCP request was too restricting, while the “Less Filling”
contingent argued for simplicity and pointed to extension mechanisms (reusing fields in the
BOOTP protocol specification, using TFTP to download larger configuration files) that
could be used in those cases where the parameters could not all fit in a single DHCP
packet. The Working Group concluded that it was likely that whoever wrote the protocol
specification would get to decide the issue.

Two documents will be put up for consideration as Internet Drafts before the next meeting
of the Working Group: Walt’s BOOTP relaying agent document, and a description of the
client-server component of DHCP, based on Jesse’s contribution. At the next meeting, we
will take up the server-server DHCP protocol. We must also begin discussion of an SNMP
interface to DHCP; anyone anxious to write a MIB definition for DHCP?
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There is a mailing list for this Working Group at host-conf@sol.bucknell.edu (admin-
istrivia to host-conf-request). An archive of the mailing list and other documents of
interest are available for anonymous FTP from sol.bucknell.edu under directory dhcwg.
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3.2.3 IP over Appletalk (appleip)
Charter

Chair(s):
John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: apple-ipQapple.com
To Subscribe: apple-ip-request@apple.com

Description of Working Group:

The Macintosh Working Group is chartered to facilitate the connection of Apple
Macintoshes to IP internets and to address the issues of distributing AppleTalk
services in an IP internet.

Goals and Milestones:

Done Describe, in an RFC, the current set of protocols used to connect Macintoshes
to IP internets.

Done Define a MIB for the management of DDP /IP gateways.
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INTERIM MEETING REPORT

Reported by John Veizades/Apple
APPLEIP Minutes

The Apple-IP Working Group met on January 9th in conjuction with the San Francisco
MacWorld Exposition. This is a summary of the decisions that were made at that meeting.

The MacIP and AppleTalk MIB are both approaching standards submission.

There was some discusion about the standardization of the AA protocol but no conclusions
were made.

The standardization of AppleTalk PPP extensions will be brought up for discussion at the
St. Louis IETF meeting. Brad Parker and Frank Slaughter will work on a proposal on this
protocol.

The AppleTalk Tunneling document was discussed for the rest of the meeting. The following
open topics were left.

¢ The authority over the registration of UIDs Apple was proposed.
o What to do with hop count.
¢ How to maintain the tunneling gateways routing tables.

The group came to the conclusion that implementation was possible and developers were
encouraged to do so.

The next meeting will be at the St. Louis IETF meeting with subsequent meetings at the
following possible times:

Apple Developers Conference May 91
Atlanta IETF August 91 or
MacWorld Boston August 91
InterOp Oct 91

Los Alamos IETF Nov 91
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CURRENT MEETING REPORT

Reported by John Veizades/Apple
APPLEIP Minutes
AppleTalk over IP Tunneling

Alan Oppenheimer made several comments on modifications he has made to the document
to cover some operational experience they have acquired in their development process.

Issues still to be resolved include Zone name explosions, security and cross-router coordi-
nation and routing.

MIBs and SNMP

The MIB draft document is in the Internet-Draft directory and several implementations are
in progress or completed (Cayman, Shiva, Apple, etc.).

The Working Group should begin thinking of defining a specification of running SNMP over
DDP (AppleTalk Network Protocol).

The AppleTalk MIB II will be discussed at the next meeting. Steve Waldbusser is working
with Apple to define a specification for end node management of AppleTalk hosts.

PPP and Atalk

Frank Slaughter (Shiva) is working toward a specification of this protocol.
AA Protocol

Phil Bunde from Shiva is working toward a specification of this.

MaclIP

The MacIP document can be found in the Internet-Draft directory. Comments are strongly
solicited by the author. Implementation of both client and server must be worked on.

The next meeting of this Working Group will be during the week of the Apple Developers
Conference the week of May 13. The meeting will be a full or half day meeting with the
possibility of an AURP interoperability workshop.
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3.2.4 IP over FDDI (fddi)
Charter

Chair(s):
Dave Katz, dmk@merit.edu

Mailing Lists:
General Discussion: FDDI@merit.edu
To Subscribe: FDDI-request@merit.edu

Description of Working Group:

The IP over FDDI Working Group is chartered to create Internet Standards for
the use of the Internet Protocol and related protocols on the Fiber Distributed
Data Interface (FDDI) medium. This protocol will provide support for the wide
variety of FDDI configurations (e.g., dual MAC stations) in such a way as to not
constrain their application, while maintaining the architectural philosophy of
the Internet protocol suite. The group will maintain liason with other interested
parties (e.g., ANSI ASC X3T9.5) to ensure technical alignment with other
standards. This group is specifically not chartered to provide solutions to mixed
media bridging problems.

Goals and Milestones:

Done Write a document specifying the use of IP on a single MAC FDDI station.

Aug 1990 Write a document specifying the use of IP on dual MAC FDDI stations.
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3.2.5 Multi-Media Bridging (mmb)
Charter

Chair(s):
Jeffrey Fitzgerald, jjf@fibercom.com

Mailing Lists:
General Discussion: mmbwg@f ibercom. com
To Subscribe: mmbwg-request@fibercom.com

Description of Working Group:

The Multi-Media Bridge Working Group has the task of addressing the function
of multi-media bridges within TCP/IP networks. This is viewed as necessary
at this time because of the proliferation of these devices.

The first goal of the group is to document the multi-media bridge technology
and point out the issues raised by having these devices in a TCP/IP internet.
If there are problems which can be addressed the group will work towards
resolving them and documenting the solutions.

Goals and Milestones:

Done Finalize Charter of Group
- Aug 1991 Document mulit-media bridging technology and its affect on TCP/IP Internets.

Aug 1991 Document issues to be addressed by Working Group.
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CURRENT MEETING REPORT

Reported by Jeff Fitzgerald /Fibercom, Inc.
MMB Minutes

Report not submitted.
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3.2.6 Point-to-Point Protocol Extentions (pppext)
Charter

Chair(s):
Stev Knowles, stev@ftp.com

Mailing Lists:
General Discussion: ietf-pppQucdavis.edu
To Subscribe: ietf-ppp-request@ucdavis.edu

Description of Working Group:

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple proto-
cols. IP was the only network layer protocol defined in the original documents.
The Working Group is defining the use of other network level protocols and
options for PPP. The group will define the use of protocols including: bridg-
ing, ISO, DECNET (Phase IV and V), XNS, and others. In addition it will
define new PPP options for the existing protocol definitions, such as stronger
authentication and encryption methods.

Goals and Milestones:

none specified
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INTERNET AREA

3.2.7 Router Discovery (rdisc)

Charter

Chair(s):

Steve Deering, deering@xerox.com

Mailing Lists:

General Discussion: gw-discovery@gregorio .stanford.edu
To Subscribe: gw-discovery-request@gregorio.stanford.edu

Description of Working Group:

The Router Discovery Working Group is chartered to adopt or develop a pro-
tocol that Internet hosts may use to dynamically discover the addresses of
operational neighboring gateways. The group is expected to propose its chosen
protocol as a standard for gateway discovery in the Internet.

The work of this group is distinguished from that of the Host Configuration
Working Group in that this group is concerned with the dynamic tracking of
router availability by hosts rather than the initialization of various pieces of
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host state (which might include router addresses) at host-startup time.

Goals and Milestones:

Done

Done

Done

Done

Aug 1990

Oct 1990

Created Working Group; established and advertised mailing list. Initiated email
discussion to identify existing and proposed protocols, for router discovery.

Held first meeting in Palo Alto. Reviewed 9 candidate protocols, and agreed
on a hybrid of cisco’s GDP and an ICMP extension proposed by Deering.

Held second meeting in Tallahassee. Reviewed the proposed protocol and dis-
cussed a number of open issues.

Held third meeting in Pittsburgh. Discussed and resolved several issues that
had been raised by email since the last meeting. Draft specification of router
discovery protocol to be ready by next meeting. Experimental implementations
to be started.

Meet in Vancouver. Review draft specification, and determine any needed
revisions. Evaluate results of experimental implementations and assign respon-
sibility for additional experiments, as required. Submit the specification for
publication as a Proposed Standard shortly after the meeting.

Revise specification as necessary, based on field experience. Ask the

TIESG to elevate the protocol to Draft Standard status. Disband.
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3.2.8 Router Requirements (rreq)
Charter

Chair(s):
James Forster, forster@cisco.com
Philip Almquist, almquist@jessica.stanford.edu

Mailing Lists:
General Discussion: ietf-rreq@Jessica.Stanford.edu
To Subscribe: ietf-rreq-request@Jessica.Stanford.edu

Description of Working Group:

The Router Requirements Working Group has the goal of rewriting the existing
Router Requirements RFC, RFC-1009, and a) bringing it up to the organiza-
tional and requirement explicitness levels of the Host Requirements RFC’s, as
well as b) including references to more recent work, such as the RIP RFC and
others.

The purposes of this project include:

e Defining what an IP router does in sufficient detail that routers from
different vendors are truly interoperable.

e Providing guidance to vendors, implementors, and purchasers of IP routers.

The requirements developed will be split into two volumes. The first will cover
link layer protocols and address resolution. The second will cover everything
else. We intend that the link layer protocol document will apply not only to
routers but also to hosts and other IP entities.

The Working Group will also instigate, review, or (if appropriate) produce
additional RFC’s on related topics.

Goals and Milestones:

Done First Internet Draft version of the upper layer volume.
Oct 1990 First Internet Draft version of the link layer volume.
Dec 1990 Second Internet Draft version of upper layer volume.
Dec 1990 Second Internet Draft version of link layer volume.
Feb 1991 Third Internet Draft version of upper layer volume.

Feb 1991  Third Internet Draft version of link layer volume.
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CURRENT MEETING REPORT

Reported by Philip Almquist/Consultant
RREQ Minutes

Shortly before the St. Louis meeting, the second Internet Draft version of the Router
Requirements specification was released. Except for a few open issues (described below),
the technical content of the document is fairly well set. Extensive editorial work remains
to be done.

On the first day of the meeting, the Chair conducted a brief “Introduction to Router
Requirements” session for first-time attendees and anyone else who was interested. After
that, the Working Group dove into four half days of meetings.

Three of the four sessions were devoted to fine-tuning the draft. Particular attention was
paid to chapters 3 (Link Layer), 4 (Internet Layer Protocols), 9 (Miscellaneous Application
Layer Protocols), and 10 (Operations and Maintenance). We also discussed what still
needed to be done to complete the draft. Items identified included:

Chapter 8 (Network Management) still needs to be written.

Much of chapter 9 (Miscellaneous Application Protocols) still needs to be written.
Coverage of security-related topics needs to be extended.

There should be additional discussion sections providing implementation hints and
explaining the rationale behind some of the requirements.

Several smaller sections need to be written or revised.

¢ As mentioned above, extensive editorial work is still required.

Volunteers were solicited to do the necessary work. The issue of variable length subnet
masks was also raised. Since the IETF Working Group on this topic is still not underway,
we tentatively decided that Router Requirements would have to partially skirt this issue,
though we will say more than the current draft does.

The remaining session was devoted to discussion of three important and interrelated issues:

1. Route choice -- how a router chooses which route to use to use for a packet when
the router has several routes (learned from different routing domains) to the packet’s
destination.

2. Route leaking -- how a router which is in multiple routing domains decides whether
a route learned in one routing domain ought to be advertised into other routing
domains.

3. Route filtering -- how a router decides whether to disbelieve certain routes from
certain sources.
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Each of these issues has two components:

1. Constraints -- what must (or must not) be done to avoid undesirable phenomena
such as routing loops and black holes?

2. Controls -- what sorts of configuration options does a network manager need to be
able to do to make routing work in moderately complex parts of the Internet?

The Working Group was not able to reach any consensus on these issues, but will continue
to try to address them in the time before the IETF meeting in Atlanta in July. However,
several Working Group members also participated in a productive Border Gateway Protocol
(BGP) Working Group session which addressed issues specific to route leaking between BGP
and OSPF.

Frank Solensky deserves considerable commendation for diligently noting all of the changes
to the draft which were agreed to during the course of the meeting.
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3.2.9 Service Location Protocol (svrloc)
Charter

Chair(s):
John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: srv-location@apple.com
To Subscribe: srv-location-request@apple.com

Description of Working Group:

The Service Location Working Group is chartered to investigate protocols to
find and bind to service entities in a distributed internetworked environment.
Issues that must be addressed are how such a protocol would interoperate with
existing directory based services location protocols. Protocols that would be
designed by this group would be viewed as an adjunct to directory service
protocols. These protocols would be able to provide a bridge between directory
services and current schemes for service location.

The nature of the services location problem is investigative in principle. There
is no mandate that a protocol should be drafted as part of this process. It is
the mandate of this group to understand the operation of services location and
then determine the correct action in their view whether it be to use current
protocols to suggest a services location architecture or to design a new protocol
to compliment current architectures.

Goals and Milestones:

Done Open discussion and determine if a Working Group should be formed.

Mar 1991 Continue discussion trying to refine the problem statement and possible reso-
lutions.

Jul 1991 Do we take the RFC track or do we write a report on our conclusion and leave
it at that?
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CURRENT MEETING REPORT

Reported by John Veizades/Apple

SVRLOC Minutes

The Service Location Protocol group came to a consensus that the work that was being
done was of the Working Group direction and that the group should convene as a Working
Group and not as a BOF.

Work is being done on the same type of protocols in the IRTF by Michael Schwartz. John
Veizades said he would pursue understanding how that work could be leveraged by the
group.

An overview of the result of the Boulder BOF was presented.

The group brainstormed on ideas that might solve some of the problems that were repre-
sented and came to the conclusion that there is a gap between the services provided by
directory services and the type of protocols that were discussed at this meeting.

As a statement of architectural direction is needed by the group, Leo McGlaughlin, Steve
Waldbusser and John Veizades will meet before the next meeting to try to firm the Charter
up and come to some terms with the architectural direction.
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Steven Waldbusser steven.waldbusser@andrew.cmu. edu
Jonathan Wenocur jhw@shiva.com

Walter Wimer walter.wimer@andrew.cmu.edu
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3.2.10 Special Host Requirements (shr)

Charter

Chair(s):

Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:

General Discussion: ietf-hosts@nnsc.nsf.net
To Subscribe: ietf-hosts-request@nnsc.nsf.net

Description of Working Group:

The Special-purpose Host Requirements Working Group is chartered to clarify
application of the Host Requirements RFCs (1122 and 1123) to systems that are
technically hosts but are not intended to support general network applications.
These special-purpose hosts include, for example, terminal servers (a “Telnet
host”), or file servers (an “FTP host” or an “NFS host”).

The Host Requirements RFCs address the typical, general-purpose system with
a variety of applications and an open development environment, and give only
passing consideration to special-purpose hosts. As a result, suppliers of special-
purpose hosts must bend the truth or make excuses when users evaluate their
products against the Requirements RFCs. Users must then decide whether
such a product is in fact deficient or the requirements truly do not apply. This
process creates work and confusion, and undermines the value of the RFCs.
The commercial success of the Internet protocols and their use in increasingly
unsophisticated environments exacerbates the problem.

The Working Group must define principles and examples for proper functional
subsets of the general-purpose host and specifically state how such subsets affect
the requirements. The Working Group must determine the balance between an
exhaustive list of specific special-purpose hosts and philosphy that remains
subject to debate. For the most part, it should be possible to base decisions
on existing experience and implementations. The special-purpose requirements
will be stated as differences from the existing RFCs, not replacements, and will
refer rather than stand alone.

Since they define strict subsets of the Host Requirements RFCs, the Special-
purpose Host Requirements appear to be an easier job and can be developed and
stabilized within 8-12 months. Most of the group’s business can be conducted
over the Internet through email.

Goals and Milestones:

Done

Mailing list discussion of Charter and collection of concerns.
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Done

Oct 1990
Nov 1990

Jan 1990
Feb 1990

Apr 1991
May 1991

CHAPTER 3. AREA AND WORKING GROUP REPORTS

First IETF Meeting: discussion and final approval of Charter; discussion

and agreement on approach, including models, format, level and type of detail.
Make writing assignments.

First draft document.

Second IETF Meeting: review first draft document, determine necessary revi-
sions. Follow up discussion on mailing list.

Revised document.

Third IETF Meeting: make document an Internet Draft. Continue revisions
based on comments received at meeting and over e-mail.

Final draft document.

Fourth IETF meeting: review final draft and if OK, give to IESG for publica-
tion as RFC.
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3.3 Network Management Area

Director(s):
e James Davin: jrd@ptt.lcs.mit.edu
Area Summary reported by James Davin/MIT

A number of Working Groups met at the St. Louis IETF meeting. Brief summaries of
their activities are presented below. More detailed accounts are presented in the Minute‘:s
for each Working Group.

Also, at the St. Louis meeting, the SNMP Network Management Directorate met and
considered five items of business.

1. The Ethernet-like Interfaces MIB, as amended by the SNMP Working Group at St.
Louis, was discussed and reviewed positively.

2. The IP over AppleTalk MIB produced by the IP over Appletalk Working Group was
discussed and reviewed positively.

3. The state of the SMDS Interface Protocol MIB introduced to the SNMP Working
Group at St. Louis was discussed.

4. The current draft of the OSPF MIB produced by the OSPF Working Group was given
a preliminary review in anticipation of its imminent completion. A list of comments
was provided to the author.

5. A document describing enhancements to the SNMP administrative model to pro-
vide better support for security and proxy configurations was discussed at length
and reviewed positively after amendments designed to minimize change to existing -
infrastructure. The updated version of this document was subsequently distributed
for wider review to the SNMP Security Working Group.

Internet Accounting (acct)

The Internet Accounting Working Group met at St. Louis and focused on definition of
MIB objects for the collection of accounting information. They also spent some time on
minor revisions of the accounting architecture document, which will be distributed soon as
an Internet Draft. The Accounting Working Group is also coordinating with the Remote
LAN Monitoring and Operational Statistics Working Group to assure that no redundant
MIB instrumentation is defined.
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Bridge MIB (bridge)

The Bridge MIB Working Group met and, with specific amendments, recommended their
consensus document for consideration as a Proposed Standard. One strictly informational
question will be resolved via electronic mail. The approved Bridge MIB text will be dis-
tributed by electronic mail for working members to verify the agreed amendments. The
revised text will be available before the next meeting.

During the Bridge MIB Working Group meeting, and also in the IETF Plenary session,
presentations were made to clarify the IETF policy on the translation of network manage-
ment definitions developed by other standards bodies into the SNMP idiom. A letter that
addresses the particular case of the Bridge MIB effort has been incorporated into the Bridge
MIB Working Group Minutes. Its three enumerated points capture the general policy for
“importing” MIBs adopted by the IESG.

Character MIB (charmib)

The Character MIB Working Group met and reviewed the current working documents.
These were recommended by the Working Group for consideration as Proposed Standards
with specific amendments. Revised text reflecting these amendments will be available soon.

FDDI MIB (fddimib)

The FDDI MIB Working Group met and accomplished all goals set at its previous meeting.
Work on defining instrumentation was completed, as was work on mapping actions in the
ANSI specifications into appropriate SNMP MIB objects. The need for 64-bit integer MIB
objects was obviated, and a document defining two SNMP traps to model FDDI events was
introduced at this meeting.

Management Services Interface (msi)

The Management Services Interface Working Group met briefly at the St. Louis meeting
and adjourned owing to low attendance and the absence of key individuals. The Working
Group affirmed its decision that the interface is only relevant to management stations. Those
assembled reviewed the list of outstanding issues and found two particularly problematic:
(2) the translation between the OSI and SNMP information models and (b) the tension
between the usefulness of an opaquely defined interface and the need to offer guidance to
implementors.

DECNet Phase IV MIB (decnetiv)

The DECNet Phase IV MIB Working Group made many changes to the current document
including significant reduction in the number of objects. The definition of events was rele-
gated to a distinct document, generic portions of the X.25 instrumentation were excised, and
the definition of conformance groups was revised. The Working Group reached consensus
on the text as amended. Revised text will be available within four weeks.
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Remote Lan Monitoring (rlanmib)

The Remote LAN Monitoring Working Group met and reviewed most of the current draft
in detail. A revised draft will be posted to the mailing list soon. An interim Working Group
meeting will be held in 4-6 weeks to continue discussion.

SNMP

The SNMP Working Group met and considered two documents. The Working Group recom-
mended the Ethernet-like Interfaces MIB, with very minor amendments, for consideration
by the IESG as a Proposed Standard. The approved text will be posted to the Working
Group mailing list soon after the meeting. A document defining a SMDS Interface Proto-
col MIB was introduced to the Working Group in a presentation made by Kaj Tesink of
Bellcore. The Working Group will consider this document further in subsequent meetings.
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3.3.1 Bridge MIB (bridge)
Charter

Chair(s):
Fred Baker, fbakerQemerald.acc.com

Mailing Lists:
General Discussion: bridge-mib@nsl.dec.com
To Subscribe: bridge-mib-request@nsl.dec.com

Description of Working Group:

The Bridge MIB Working Group is a subgroup of the SNMP Working Group,
and is responsible for providing a set of SNMP/CMOT managed objects which
IEEE 802.1 Bridge Vendors can and will implement to allow a workstation to
manage a single bridged domain. This set of objects should be largely compliant
with (and even drawn from) IEEE 802.1(b), although there is no requirement
that any specific object be present or absent.

Goals and Milestones:

Done Publish initial proposal
Done Submit an Internet Draft

Feb 1991  Submit draft for RFC publication
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CURRENT MEETING REPORT

Reported by Fred Baker/ACC
BRIDGE Minutes

The Bridge MIB Working Group convened for two sessions on Tuesday, March 12, 1991. The
Bridge MIB under review had been posted to the bridge-mib discussion group on February
16, 1991, as Working Document Bridge MIB, Draft 6, by Decker, Langille, Rijsinghani, and
McCloghrie.

Chair, Fred Baker opened the meeting with a review of the proposed Agenda, which had
been posted to the discussion group earlier. All present agreed to the Agenda, which follows:

e Static Table (dot1dStatic)
Four objects in the entry

e Window Table (dot1dWindow)
Two objects in the entry

e Base Group/Port Table (dotldBase)
Three objects in the group
Three objects in the port entry

¢ STP Group/Port Table (dot1dStp)
Fourteen objects in the group
Eleven objects in the entry

e SR Group/Port Table (dot1dSr)
Sixteen objects

e Transparent Group/FDB and Port Tables (dot1dTp)
Two objects in the group
Three objects in the FDB Entry
Five objects in the Port Entry

Anil Rijsinghani presented the dotldStatic table. He gave a review of how Forwarding
Database (FDB) entries come to be and how entries in the static Table are made. The
SNMP concept of entries with a status of “invalid” was also discussed.

Jim Kinder initiated a lengthy discussion of the relationship of table entries with a dot1dStaticReceivePort
of value zero to other entries. Various hypothetical scenarios were discussed and the result-

ing decision was that an entry with a dotldStaticReceivePort can coexist along with other

entries for the same address.
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The discussion of the dotldStatic table was suspended when the Working Group was ad-
dressed by Phill Gross, IETF Chair. He talked about the interaction between the IETF
and the IEEE 802.1d Committee. Last year a letter was received from the IEEE expressing
concern about a possible duplication of efforts by the IETF Bridge MIB Working Group
and the IEEE 802.1d Committee.

Phill reviewed the IETF philosophy for using the work of a standards body in conjunction
with its own work. The IETF will use the reference work as a starting point, while being
free to subset it, and within the confines of sound engineering principles, to augment it.

A draft of a response letter to the IEEE was presented (see below) and the group approved
of sending it along with a copy of the Bridge MIB.

Jeff Case pointed out that we need to be sensitive to the fact that a reference document
that is used for a starting point may change as work is done within the IETF and that an
incompatibility may result between the final reference document and the final IETF work.

After the break, talk resumed on the the dotldStatic table. The agreement was that an
entry in the table with dotldStaticReceivePort=0 is the default value to use if a specific
dot1dStaticReceivePort is not specified.

The hierarchy of the Forwarding Database is this, then.

e Static information for a specific receive port (dotldStaticReceivePort;0).
¢ Static information for all ports (dotldStaticReceivePort=0).
e Learned information.

The dot1dStatic table was approved with wording to accomplish the above changes.

Keith McCloghrie presented the dotldTpFdbWindowTable, starting with an overview of
the design considerations

The Problem: To provide an efficient means of retrieving the whole or a significant portion
of a transparent bridge’s Forwarding Database.

Alternatives:

o Get-Next Sweep - 1 Powerful Get Next per Conceptual Row
1 Conceptual Row per Round Trip

e Bulk Algorithm (RFC 1187)
either - 14+ Powerful Get Next per Conceptual Row
say, 3 Conceptual Rows per Round Trip

e or say, 1 Powerful Get Next per 2 Conceptual Rows +
1 Get Request per 10 Conceptual Rows
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e say, 4 Conceptual Rows per Round Trip

¢ Window Table: 1 Powerful Get Next per 40 Conceptual Rows
40 Conceptual Rows per Round Trip

Advantages:

¢ Less ASN.1 encoding/decoding (size and performance)
e Can access starting in the middle of a table (e.g., all DECNET addresses)

Disadvantages:

e Have to look into data to get address for next Powerful Get Next
¢ DUMB MIB sweepers will retrieve redundant information. (but in the same number
of requests)

Why 407
o A round number

e PDU size < 576
e Benefit of > 40 not considered worth the effort

Keith then compared the dot1dTpFdbTable and the dot1dTpFdbWindowTable, noting that
they contain the same number of entries.
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Window Table FDB Table
| N | | N |
S D | b |
I (N-1),N I I N-1 I
| I | I
| 2-41 | [ 2 ]
) D | o |
| 1-40 |1 I 1 I

A discussion of the dot1dTpFdbWindowTable followed Keith’s presentation.

Bob Stewart argued for including 42 entries from the FDB in each dot1dTpFdbWindowTable.

He presented a sound engineering underpinning for his argument but the group decided to
leave the number at 40.

A corollary discussion took place about the viability of having a variable length window.
Jeff Case pointed out that the SNMP Protocol Specification says in part:

“An implementation of this protocol need not accept messages whose length exceeds 484
octets.”

He recommended that the Bridge MIB should not allow arbitrarily large PDUs. The Work-
ing Group agreed to leave the number at 40.

A question was raised about the dotldTpFdbWindowTable being in the spirit of SNMP
vis a vis, not supporting aggregate objects. Jeff Case spoke once again and indicated
that although the dot1dTpFdbWindowTable did not particularly excite him, he had no
philosophical objection to it.

Various optimization ideas were presented for Powerful Get Next walks and although no
consensus was reached, four options were discussed for the disposition of this table.

1. Delete it.
2. Leave it in the MIB as is (Status Optional).
3. Port it to another document to be developed in the Experimental tree.
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4. Leave it in the MIB, but change the status to Mandatory.

No consensus was reached and the dot1dTpFDBWindow group discussion was tabled.
After the break, Chair Fred Baker led a review of the document section by section.

Keith McCloghrie clarified that the wording “protocols that are bridged” is used to differ-
entiate between those PDUs that are bridged versus those that are not.

Bill Anderson spoke from a user’s perspective. He presented a need for the Bridge MIB
FDB to cover all addresses, bridged and otherwise. Various members of the group pointed
out that the Remote LAN Monitoring group was addressing this issue, and in fact had
specified this functionality.

Two IEEE 802.1d managed objects were left out of the “not included” group on page 8.
These are SpanningTreeProtocolPort objects DiscardLackOfBuffers and DiscardErrorDe-
tails. These will be added.

The discussion moved to the dotldBase group.

Bob Stewart noted that bit ordering for the “Bridge ID” was not specified, and it was
necessary here and other places in the document.

The discussion moved to the dot1dStp group.

The incompatibility between IEEE 802.1d specification of time in 1/256ths of a second and
the Bridge MIB of 1/100ths of a second was brought up. A challenge was issued by Fred
Baker to name a chip that gave 1/256ths granularity for its clock, and the issued died.
A side issue of the syntax of dotldStoMaxAge was brought up. After a discussion of the
correct use of TimeTicks vs INTEGER, no change was recommended.

A change was made to dot1dStpPriority description to uniquely identify two octets within
the Bridge ID.

Maurice Turcotte pointed out that dot1dStpPortMulticastAddress should not be on a per

port basis and that this address can be determined from the variables dot 1dStpProtocolSpecification
and ifType. This variable was included at the request of Eric Decker and since he was not
present, the group decided to delete this variable, and allow Eric to comment.

In the afternoon session, the broken(6) dotldStpPortState was discussed at great length.
No agreement was reached and the issue was tabled.

Steve Sherry requested that new TCN counters be added. The consensus of the group was
that these counters would present information available elsewhere and were most useful for
debugging code rather than networks. No variables were added for TCN counters.

A discussion of BridgeID vs. (Priority - Address) with respect to dot1dStpPortDesignatedPort.
The broad issue was whether to represent BridgeID variables as one variable or separated
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into BridgePriority and BridgeAddress. The decision was to leave the variables as they are
in the document.

The range of dotldStpPortPathCost should have been (1-65535)

The dot1dSr group passed without comment.

The dot1dTp group passed without comment.

After a brief recess the broken(6) dot1dStpPortState was revisited.

The two major points raised in favor of keeping this state were:

1. We need to know when the Spanning Tree Protocol cannot bridge through a port
because it is dysfunctional and it would be nice to know that from one variable and,

2. It is possible for the Spanning Tree Protocol to have the port in forwarding state and
the port be non-operational.

The two major points against this state were:
1. There is no broken(6) state in the Spanning Tree Protocol and,

2. This information is already available from the combination of ifAdminStatus, ifOp-
erStatus, and dot1dStpPortState.

After more intense discussion, the group reached consensus and removed the broken(6) value
from the dot1dStpPortState.

Next the dotldFdbWindow group was reopened for discussion. After a brief discussion,
the consensus was reached that we separate the dotldFdbWindow group into a separate
document and develop it further in the Experimental branch of the MIB.

Next the traps were reviewed and agreement was reached after some discussion to let the
traps stand. A slight modification was made to the newRoot trap description, with a view
to ensuring (to the extent possible) that the Network Management Station would be able
to receive the trap.

The Bridge MIB Working Group agreed to forward the Bridge MIB Draft 6, with the above
modifications, to the IETF for acceptance as a Proposed Standard.
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LETTER TO IEEE 802.1

William P. Lidinsky
Chairman, IEEE 802.1
Institute of Electrical and Electronics Engineers

Dear Mr. Lidinsky:

Enclosed with this letter, please find the current working draft of the SNMP Bridge MIB,
produced by the IETF Bridge MIB Working Group.

The Bridge MIB Working Group was organized under the IETF’s Network Management Di-
rectorate in May 1990, and has studied the semantics of 802.1(d) with a goal of representing
it in an SNMP SMI-compliant MIB.

The IETF wishes to cooperate with, and coordinate its MIB development efforts with, other
ongoing MIB development activities in other standards organizations. In cases where the
IETF wishes to develop an SNMP MIB for technology already being considered by another
standards group, we have established the following policy:

1) The IETF will always utilize the current effort of another group as the starting point
for its own MIB development activities. Therefore, a major portion of the IETF effort may
simply be translating the other MIB into the SNMP SMI idiom.

2) Because the requirements of other organizations may not be precisely the same as those
of the IETF, we may choose initially to include only a subset of the other MIB. In such
a case, we would reserve the opportunity to consider adding the remaining objects to the
SNMP MIB in the future.

3) In some cases, we may wish to propose additional objects based on operational experience.
It is not expected that this would be a very common occurrence, and in such cases we would
make every effort to communicate the IETF proposed objects back to the appropriate group
for their consideration.

A comparison of 802.1(d) and the current IETF draft should show that, in fact, there are
few significant differences.

I hope your group will have the opportunity to review the IETF SNMP Bridge MIB. We
would appreciate hearing any comments or suggestions you may have.

We look forward to working together with you in the future.

Thank you,

IAB Chair IETF Chair IETF NM Area Director IETF Bridge MIB Working Group Chair
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Attendees
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brown@ctron.com
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pbrenner@sparta.spartacus.com
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3.3.2 Character MIB (charmib)

Charter

Chair(s):

Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:

General Discussion: char-mib@decwrl.dec.com
To Subscribe: char-mib-request@decwrl.dec.com

Description of Working Group:

The Character MIB Working Group is chartered to define an experimental MIB
for character stream ports that attach to such devices as terminals and printers.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to handle terminals for terminal servers. This
directly generalizes to terminals on any host. From there, it is a relatively close
step to include printers, both serial and parallel. It also seems reasonable to go
beyond ASCII terminals and include others, such as 3270. All of this results in
the suggestion that the topic is character stream ports.

An important model to define is how character ports relate to network inter-
faces. Some (a minority) terminal ports can easily become network interfaces
by running SLIP, and may slip between those states.

Given the basic models, the group must select a set of common objects of
interest and use to a network manager responsible for character devices

Since the goal is an experimental MIB, it may be possible to agree on a doc-
ument in 3 to 9 months. Most of the group’s business can be conducted over
the Internet through email.

Goals and Milestones:

Done

Done

Done

Mailing list discussion of Charter and collection of concerns.

157

Discuss and final approval of charter; discussion on models and terminology.

Make writing assignments.

First draft document, discussion, additional drafts, special meeting?

Dec 1991 Review latest draft and if OK, give to IESG for publication as RFC.
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CURRENT MEETING REPORT

Reported by Bob Stewart /Xyplex
CHARMIB Minutes

The Character MIB Working Group held its fourth meeting at the IETF meeting in St.
Louis. Attendance is falling off a bit as we near completion, but we had representatives
of several terminal server companies and other interested parties. Overall, the meeting
showed good consensus and resulted in the completion of the business at hand. As a result,
following edits based on the meeting and a final implementation report, we are ready to
submit our documents to become proposed standards.

The following meeting Agenda was presented informally on the Character MIB Working
Group mailing list before the meeting.

Agenda

¢ Discuss the drafts as distributed via the mailing list.

— Character MIB
— RS-232-like MIB
— Parallel-printer-like MIB

¢ Discuss implementations.
¢ Recommend drafts for advancement to proposed standard.

The group pointed out minor editorial errors in all three documents.

We discussed the necessity of common values for types of hardware flow control and decided
to let simple practicality win over architectural purity, adding values for CTS/RTS and
DTR/DSR to the Character MIB flow control types.

After considerable discussion about including flow-control characters in the Character MIB’s
port character counts, we decided to leave them included but qualify the counts to be
“detected” characters.

We discussed and approved the overall changes adding a synchronous group to the RS5-232
MIB. We decided to differentiate between frames short-terminated due to aborts and those
interrupted by modem signal changes.

We discussed the implementation and operational cost of signal change counts in the RS-232
and Parallel MIBs and decided to leave them in pending an implementation report.

We agreed that all objects with “Err” in the name should have “Errs” instead.

The only implementation in progress is being done by Xyplex for inclusion in a product
this year. It is near completion and will provide the first implementation test.
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Pending satisfactory edits and the completed implementation, the group agreed to recom-
mend all three documents for advancement as proposed standards.

Attendees

Charles Bazaar bazaar@emulex.com

Christopher Bucci bucci@pluto.dss.com

Shawn Gallagher gallagher@quiver.enet.dec.com
Tom Grant grant@xylogics.com

Frank Kastenholz kasten@asherah.clearpoint.com
Kenneth Key keyQcs.utk.gdy

Jim Kinder jdkefibercom. com

David Perkins dave_perkins@3com.com

Bob Stewart rlstewart@eng.xyplex.com

Dean Throop throopQdg-rtp.dg.com
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3.3.3 DECnet Phase IV MIB (decnetiv)

Charter

Chair(s):

Jonathan Saperia, saperia@decwrl.enet.dec.com

Mailing Lists:
General Discussion: phiv-mib@jove.pa.dec.com
To Subscribe: phiv-mib-request@jove.pa.dec.com

Description of Working Group:

The DECNet Phase IV MIB Working Group will define MIB elements in the
experimental portion of the MIB which correspond to standard DECNet Phase
IV objects. The group will also define the access mechanisms for collecting the
data and transforming it into the proper ASN.1 structures to be stored in the

MIB.

In accomplishing our goals, several areas will be addressed. These include:
Identification of the DECNet objects to place in the MIB, identification of the
tree stucture and corresponding Object ID’s for the MIB elements, Generation
of the ASN.1 for these new elements, development of a proxy for non-decnet
based management platforms, and a test implementation.

Goals and Milestones:

Done

Done

Sep 1991

Dec 1991

Mar 1991
Jul 1991

Review and approve the Charter and description of the Working Group, making
any necessary changes. At that meeting, the scope of the work will be defined
and individual working assignments will be made.

Mailing list discussion of Charter and collection of concerns.

Review first draft document, determine necessary revisions. Follow up discus-
sion will occur on mailing list. If possible, prototype implementation to begin
after revisions have been made.

Make document an Internet Draft. Continue revisions based on comments
received at meeting and over e-mail. Begin ‘real’ implementations.

Review final draft and if OK, give to IESG for publication as RFC.

Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.
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CURRENT MEETING REPORT

Reported by Jon Saperia/DEC
DECNETIV Minutes

The meeting in St. Louis was devoted to editing the DECNet Phase IV MIB Document.
Important issues resolved were:

Adjustment of several of the conformance groups.

Removal of the X.25 and Event groups from the next draft.

The addition of a level 1 routing table the routing group.

The addition of Pointers to the IfIndex to several of the groups.

Agreement on a number of typographic corrections and editorial changes which will
appear in the next draft.

Agreement was reached to incorporate approximately 40 changes in the draft and then to
send the Tevised document to the Working Group for review. After this final review it is
hoped to have the document posted as an Internet Draft.

In addition to the items above, there were a few action items:

e Dean Throop will report to the group on his X.25 findings and status.
o Steve Hunter will determine if LineMaxBlockSize is the MTU.
e Jon Saperia will investigate if a counter timer object is needed for all relevant groups.

Attendees

Chris Chiotasso chris@roswell.spartacus.com
Fred Engel engel@concord.com

Mike Erlinger mike@mti.com

Charles Fineberg fineberg@wums2.wustl.edu
Steven Hunter hunterQes.net

Jim Kinder jdke@fibercom.com

Jay Melvin infopath@well.sf.ca.us
David Perkins dave_perkins@3com.com
Jonathan Saperia saperia@decwrl.enet.dec.com

Dror Shindelman pbrenner@sparta.spartacus.com
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3.3.4 FDDI MIB (fddimib)
Charter

Chair(s):
Jeffrey Case, case@cs.utk.edu

Mailing Lists:
General Discussion: £ddi-mib@CS.UTK.EDU
To Subscribe: fddi-mib-request@CS.UTK.EDU

Description of Working Group:

The primary goal of the FDDI MIB Working Group is to define a MIB for
FDDI devices with objects which are based on those defined in the ANSI FDDI
specifications and are compliant with the Internet standard SMI, MIB, and
SNMP.

Goals and Milestones:

Sep 1990  “Final” initial draft of required get/set variables.
Oct 1990  Initial implementations of required get/set variables.
Feb 1991 Revised “final” draft of required get/set variables.
Mar 1991  Adoption of draft of required get/set variables.

Mar 1991  Initial draft of traps (events) and actions.



164 CHAPTER 3. AREA AND WORKING GROUP REPORTS

CURRENT MEETING REPORT

Reported by Jeff Case/UTenn
FDDIMIB Minutes

The following is an expanded version of the Minutes which appeared in the 19th Proceedings
of the Internet Engineering Task Force, (Boulder, CO).

The FDDI MIB Working Group met on Wednesday, December 5, 1990. The meeting was
held in conjunction with the IETF plenary at NCAR, Boulder, Colorado.

The items covered were as follows:
o Welcome and Introductions

Once again, there were several attendees who were new to the Working Group. The
goals of the group were reviewed for their benefit.

e Status Reports

— Document. The text of the current document draft was distributed and dis-
cussed. The draft can be retrieved via anonymous FTP from /pub/fddimib/fddi-
mib.txt at cs.utk.edu. Minutes and Agendas may be found there as well.

— ANSI. Our ANSI counterparts in X3T9.5 SMT held their meeting at the same
time as the plenary. Unfortunately, their meeting was in California and ours
was in Colorado. This made attendance at both meetings difficult, but not
impossible. The IETF FDDI meeting was schedule so as to be on the "lightest”
day of the ANSI schedule at the request of those who desired to participate in
both meetings. James Reeves and Bert Williams reported on the ANSI meetings
held earlier in the week. They are working through the ballots to try to resolve
the comments in hopes there will be a consensus on the next ballot.

— Implementations. Several independent and interoperable implementations of
the specification exist. Several others are underway. The restrictions associated
with unannounced products made this discussion necessarily vague.

e Changes in the current issue of the document were discussed.

Several changes were made based on problems identified during the implementation
process.

— The subranges on several integers was corrected from 1..65536 to 1..65535

— The snmpFddi prefix was added to all variables which would have had a name
space collision on the OBJECT DESCRIPTOR with the ANSI name(s)

— The “” was removed from all variable names. Implementation experience
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showed that some user interfaces, when faced with a variable name such as
snmpFddiSMTT-Notify would attempt to subtract one unknown variable (No-
tify) from another unknown variable (snmpFddiSMTT) resulting in chaos.

— The first draft of the text for definitions of MIB variables to implement the
SNMP equivalent of SMT Actions was added.

o Issues

— Paths were discussed. PATHs are severely broken. The Working Group decided
to delete all variables in the PATH group unless and until ANSI fixes them.

— Groupings. The groupings of the variables were discussed and found to be
satisfactory.

— Optional variables. It was decided to delete all optional variables or to make
them mandatory. The chair was tasked with preparing appropriate text. The
Working Group considered what to do with the optional variables which are
not in the document. Two major positions were taken. One position was that
some vendors are going to implement the optional variables and the existence
of a standard document will ease interoperability because they would all imple-
ment them the same way, that is, the argument was for the preparation and
publication of a document such as the one prepared by Fox and Williams after
a similar discussion at the Vancouver meeting. The contrary position was that
the very existence of a document will create market forces which will lead to
requirements that vendors implement all of the optional variables, even if their
usefulness is questionable and their status as optional often meant that consen-
sus could not be met in the ANSI community. After considerable discussion, it
was decided by the group that the optional variables would not be worked on
further and that they would not be published. It was further decided that this
could be revisited when and if the signals coming from the ANSI community
become more clear. That is, the optional variables might be considered when
the document goes from Proposed to Draft. [N.B.: The line above was incorrect
in the minutes originally distributed ... it read Draft to Proposed. I have never
been able to get this right. JDC]

— Traps. Traps were discussed. Since traps are somewhat contentious and the
Concise Trap document does not enjoy the same status as the Concise MIB
document, it was decided that it would be wise to decouple the MIB definitions
and the TRAP definitions, lest we stall progress on the MIB definitions. The
TRAP document is to be discussed at the next meeting.

e Action

The Working Group voted to recommend the issuance of the MIB document as an
RFC, pending final review of the text. This is to occur in early 1991.

The primary technical output of the meeting resulting from the review of the current draft
was a decision to restructure the variable groups so as to allow a single network application
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entity (agent) to support more than one SMT.

Future work will entail:

1. teview and comment on the mandatory get/set variables defined thus far,

2. Gaining implementation experience with the above,

3. Engineering ANSI events and actions into traps and MIB variables in accord with

Internet standards, and

4. Addressing optional groups.

Bert Williams (Synernetics)

and Rich Fox (SynOptics) volunteered to work on the text for

the optional variables and to forward them to the Chair for inclusion in the draft at an

appropriate time.

Current Draft

The text of the current draft may be obtained via ftp from anonymous(guest)/pub /fddimib/fddi-

mib.txt at cs.utk.edu.

Next Meeting

The next meeting of the FDDI MIB Working Group is tentatively scheduled to be held
in in conjunction with Interop ’90. The meeting will most likely be held on Thursday
evening. The primary topic of discussion will be to review implementation experiences
and interoperability issues uncovered in the preparation for and performance of the Interop
event. Plans for the meeting will be announced via the mailing list as they are finalized.

Attendees

Alan Apt

Jack Brown

Jeffrey Case

Cho Chang

Chris Chiotasso
Paul Ciarfella

Burt Cyr

James (Chuck) Davin
Nadya El-Afandi
Richard Fox
Debbie Futcher
Scott Hiles

Satish Joshi

Frank Kastenholz
Shimshon Kaufman
Jim Kinder

76307 .3176@compuserve.com
jbrown@huachuca-eth.army.mil
case@cs.utk.edu
chang_c@apollo.hp.com
chris@roswell.spartacus.com
ciarfella@levers.enet.dec.com
burt@uncng.com
jrdeptt.lcs.mit.edu
nadya@network.com
sytek!rfoxQ@sun.com
dfutche@relay.nswc.navy.mil
vhiles@relay.nswc.navy.mil
sjoshi@synoptics.com
kasten@interlan.com

jdkefibercom.com
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Christopher Kolb kolb@psi.com

Cheryl Krupczak clefor@secola.columbia.ncr.com
Peter Lin lin@eng.vitalink.com

Keith McCloghrie kzm@hls.com

Donna McMaster mcmaster@davidsys. com

David Perkins dave_perkins@3com.com

James Reeves jreeves@synoptics.com

Anil Rijsinghani anil@levers.enet.dec.com
Marshall Rose mrose@psi.com

Jonathan Saperia saperia@tcpjon.enet.dec.com
Jeffrey Schiller jisemit.edu

Kaj Tesink kajlnvuxr.cc.bellcore.com

Dean Throop throop@dg-rtp.dg.com

Bert Williams bert.synernetics@mailgate.synnet.com

Jeff Young jsy@cray.com
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CURRENT MEETING REPORT

Reported by Jeff Case/UTenn
FDDIMIB Minutes

The FDDI MIB Working Group last met on Monday afternoon, March 11, 1991, in St.
Louis, Missouri. The meeting was held in conjunction with the Twentieth meeting of the
Internet Engineering Task Force.

The Minutes of the previous meeting (Boulder) were adopted as distributed with one correc-
tion: the discussion of the decision to forego consideration of the optional variables should
read ... the optional variables might be considered when the document goes from Proposed
to Draft.” The Minutes as originally distributed read “...Draft to Proposed.”

The meeting began with a status report. As usual, there were several attendees who were
new to the Working Group. The goals of the group were reviewed for their benefit. Version
0.9 of “FDDI Management Information Base” is nearing completion. Version 0.1 of “SNMP
Trap Definitions for FDDI Management” is new. There was a brief discussion of the status
of various early implementations of previous versions of the draft.

The members of the Working Group who also participate in counterpart efforts within ANSI
reported on that groups activities and progress. The group is continuing to make progress
toward resolving the changes resulting from comments received with the last round of letter
ballots and converting the ANSI document to conform with the ISO standard “SMI” format
known in that community as GDMO.

Most of the meeting was spent in detailed discussion of Version 0.9 of the MIB document.
The net result was that the editor is to make a number of changes, the most important of
which include the following:

1. Fix broken text in the description of the differences between version 0.9 and the
previous version (or delete the revision history entirely);

2. Identify the version number of the ANSI SMT document which relates to the MIB
document through an appropriate reference;

3. Place the appropriate text found in sister documents (like the dotx series) into Section
5, Overview;

4. Investigate renaming fddi OBJECT IDENTIFIER ::= experimental 8 to snmpFddi
OBJECT IDENTIFIER ::= experimental 8 in the interest of comsistency; (Edi-
tor’s note: this can be done more easily when the subtree gets “promoted” to the
transmission subtree)

5. Delete all references to the textual convention FddiTimerTwosComplement, replacing
all such references to INTEGER;
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6. Delete all references to the textual convention FddiTimeStamp, since, due to changes
enumerated below, there are no longer any variables which utilize it;

7. Change the naming of several variables in order to obtain consistency — the first
example of that is the name of smtNumber becomes snmpFddiSMTNumber - all
variables will now begin with the prefix snmpFddi;

8. Add new explanatory text to snmpFddiSMTConnectionPolicy;

9. Delete snmpFddiSMTMsgTimeStamp and snmpFddiSMTTransitionTimeStamp and
renumber snmpFddiSMTStationAction as a result;

10. Clone some clarifying, explanatory text from snmpFddiMACUpstreamNbr into sn-
mpFddiMACOIdUpstreamNbr;

11. Add a new enumeration of unknown(5) to snmpFddiMACDownstreamP ORT Type;

12. Change snmpFddiMACTMax, snmpFddiMACTMin, and snmpFddiMACTvxValue
from read-write to read-only;

13. Delete the second, incorrect MAC from snmpFddiMACFrameMACCondition in two
places in the document;

14. Create new variables corresponding to ANSI fddiMACFrameErrorThreshold, fddi-
MACFrameErrorRatio, and f{ddiMACUnaDaFlag;

15. Correct the semantics associated with snmpFddiATTACHMEN TIMaxExpiration;
16. Define ob ject identifiers for chipset types; and

17. Add several new contributors to the Acknowledgements section.

While this list is long, these changes are relatively minor when viewed in the scope of the
history of the document. The length is mainly a result of the detailed description of the
changes. The most significant change is the deletion of 64 bit counters and the removal of
all the associated ugliness.

The editor was asked to make a decision and to pen appropriate text if necessary in response
to a rather lengthy discussion regarding “detected” and ”best effort” counters.

The editor was directed to make the above changes and submit the document for review
and comment by the broader community through submission and publication as an Internet
Draft. Following a brief period of review and comment to insure that the editor implemented
the Working Group’s wishes correctly, (e.g., a few weeks), it is the group’s desire that unless
there is widespread divisive discussion, the document be recommended for publication as
an RFC as a Proposed Standard.

The Trap document was not discussed due to the lack of available time.

The last Agenda item was the status of the variables listed as optional in the ANSI document
and therefore not included in the SNMP FDDI MIB document. The Working Group decided
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in Boulder that the optional variables would not be worked on further and that they would
not be published at this time. It was decided that this could be revisited when and if the
signals coming from the ANSI community become more clear, perhaps as the document
goes from Proposed to Draft. This issue was placed on the Agenda because there were
some individuals who disagreed with the result. There was no interest expressed by the
attendees in reversing the decision at this time.

The current text of the MIB and TRAP documents may be obtained via anonymous ftp as:

e ~anonymous(guest)/pub/fddimib/fddi-mib.txt at cs.utk.edu and

e ~anonymous(guest)/pub/fddimib/trap.txt at cs.utk.edu.

Attendees

Howard Brown
Jeffrey Case

Cho Chang
Chris Chiotasso
Paul Ciarfella
Don Coolidge
Nabil Damouny
Nadya El-Afandi
Joseph Golio
Jeremy Greene
Jim Kinder
Cheryl Krupczak
Then Liu

John LoVerso
Ron Mackey
Keith McCloghrie
David Perkins
James Reeves
Greg Satz

Dror Shindelman
Kaj Tesink
Dean Throop
Mike Turico
Bert Williams
Mark Wood

Jeff Young

brown@ctron.com
case@cs.utk.edu
chang_cQapollo.hp.com
chris@roswell.spartacus.com
ciarfella@levers.enet.dec.com
coolidge@speaker.wpd.sgi.com

nadya@network.com
golio@cray.com
greene@coral.com

jdkef ibercom.com
clefor@secola.columbia.ncr.com

loverso@westford.ccur.com

kzm@hls.com
dave_perkins@3com.com
jreeves@synoptics.com
satz@cisco.com
pbrenner@sparta.spartacus.com
kaj@nvuxr.cc.bellcore.com
throop@dg-rtp.dg.com
mturico@mot.com
bert@mailgate.synnet.com

jsy@cray.com
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3.3.5 Internet Accounting (acct)

Charter

Chair(s):
Cyndi Mills, cmills@bbn.com

Mailing Lists:
General Discussion: accounting-wg@bbn.com
To Subscribe: accounting-wg-request@bbn.com

Description of Working Group:

The Internet Accounting Working Group has the goal of producing standards
for the generation of accounting data within the Internet that can be used to
support a wide range of management and cost allocation policies. The intro-
duction of a common set of tools and interpretations should ease the implemen-
tation of organizational policies for Internet components and make them more
equitable in a multi-vendor environment.

In the following accounting model, this Working Group is primarily concerned
with defining standards for the Meter function and recommending protocols for
the Collector function. Individual accounting applications (billing applications)
and organizational policies will not be addressed, although examples should be
provided.

Meter <-> Collector <—> Application <-> Policy

First, examine a wide range of existing and hypothetical policies to understand
what set of information is required to satisfy usage reporting requirements.
Next, evaluate existing mechanisms to generate this information and define
the specifications of each accounting parameter to be generated. Determine
the requirements for local storage and how parameters may be aggregated.
Recommend a data collection protocol and internal formats for processing by
accounting applications.

This will result in an Internet Draft suitable for experimental verification and
implementation.

In parallel with the definition of the draft standard, develop a suite of test
scenarios to verify the model. Identify candidates for prototyping and imple-
mentation.
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Goals and Milestones:

Done Policy Models Examined.

Aug 1990 Meter Working Draft Written.

Nov 1990 Collection Protocols Working Papers Written.
Feb 1991 Meter Final Draft Submitted.

Feb 1991 Collection Protocol Working Papers Reviewed.

May 1991 Collection Protocol Recommendation.
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CURRENT MEETING REPORT

Reported by Cyndi Mills/BBN
ACCT Minutes

The Internet Accounting Working Group met to:

* Review the results of the February meeting in Boston.

— SNMP security and performance issues.
SNMP seems a reasonable approach for transporting data, given a diskless me-
ter, although FTP or other bulk file transfer mechanisms should also be allowed

for meters which store accounting data on local disks. Other transport mecha-
nisms may be discussed later.

— Background Document.
The background document can be released for general comment as an Internet
Draft after the addition of PICTURES and explanations which illustrate how
the accounting mechanism addresses a variety of scenarios. It is anticipated that
the Background Document will be expanded again later.

— Architecture Document.
The existing architecture document can be released for general comment after
revision and the addition of control parameters. Before it is released to the
Internet Drafts area it will be posted to the Working Group mailing list for
review.

— Meter Services and MIB.

The February discussion of control parameters and reporting formats was sum-
marized for continuation.

¢ Discuss control parameters and reporting formats.

— A modified reporting format resulted for further discussion.
— A set of control functions was developed for further discussion.

— The notion of being able to account differently on different interfaces and make
finer distinctions resulted in the further development of a rule tree similar to
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those discussed in February.

— The ability to set the granularity of reporting in great detail through the use of
a rule table was developed for further discussion. The current scheme seems too
complex to be readily implemented, but serves as a starting point for further
work. One solution to bounding the problem is defining a short list of standard
(static) rule tables, without allowing the more general case.

A rough outline of the reporting format, control functions, rule tree, and rule table
culled from the meeting notes and slides follows these Minutes.

¢ Additional notes about lengthy discussions.

— Tt was noted that the ADDRESS_ID described in the reporting format might
be expanded to transport level and beyond (e.g., application level), allowing for
a more generalized accounting for any protocol stack, but that is beyond the
charter of this Working Group.

— Tt was also noted that attributes might be included in the ADDRESS_ID rather
than as a separate field of the FLOW_ID.

— Each packet shall be counted in ONE and ONLY ONE accounting record to
avoid duplicate counts. Accounting records may be combined by the collection
host for additional aggregate traffic information. This is a tentative response
to the question Can a single packet be counted in multiple buckets of a single
meter?

— Meters in routers have special properties, since they are privy to the routing
decision. Meters may be modelled as (a) one meter per interface (as a passive
listener to the interface, not privy to the routing decision) or (b) one meter per
router, aware of the both input and output interfaces for the packet. Passive
listening devices must have a network address and possibly a separate connection
to the network in order to be managed. Should routers be modelled as having
a single meter to avoid complicating management?

Action Items

Background Add pictures to Internet Background and revise. If changes
are not too substantial, post directly to Internet Drafts.

Architecture Revise Architecture Document to reflect control requirements
and reporting changes. Post to Working Group mailing list
for (time-limited) review before posting to Internet Drafts.
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Meter Services Make a stab at reducing the granularity control (rule table)
problem to a manageable level. Further specify control pa-
rameters with the goal of creating a MIB.

Co-ordinate Coordinate with Remote LAN MIB and Operational Statis-
tics Working Goups since they may be tackling similar prob-
lems of granularity control.

REPORTING FORMAT (notes from discussion, not a precision representation):

Accounting Record ::=[ Meter ID and Unique Address provided by SNMP ]
Start Time TIMESTAMP, [ optional ? ]
End Time TIMESTAMP, | should be current time ? ]
Rule_Table ID? [ something might be needed here ...]
SEQUENCE OF FLOW_RECORD. [ number of records, followed by records |

FLOW_RECORD:=
Flow FLOW_ID,
Values VALUES.

FLOW_ID:=
[0] Source ADDRESS_ID [ must have source or destination ]
(1] Destination ADDRESS_ID or both ]
(2] Subscriber_ID ADDRESS_ID [ optional |
[ Attributes not defined yet |

VALUES::= [ rolling counters ]

Fragments_Sent COUNT,

Fragments_Rcvd COUNT, [ packets in the reverse direction are counted
here to avoid maintaining two accounting
records for a communicating pair - shouldn’t
this be optional for source or destination
only flow ids? ]

Bytes_Sent COUNT,

Bytes_Rcvd COUNT, [ byte count of reverse flow ]

First_Time TIMESTAMP, [ time first packet in flow seen if different’
from meter start time ]

Last_Time TIMESTAMP. [ time last packet in flow seen if different
from meter stop time |

ADDRESS_ID::= [ some fields may be null, i.e., don’t care ]
(1] INTERFACE_INDEX INTEGER, | as defined by SNMP ]
[2] LINK LEVEL ADDRESS NETWORK_ADDRESS,
[3] INTERNET ADDRESS NETWORK_ADDRESS,
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[0] STRING OF OCTETS. [ anything else used as unique ID ).

NETWORK_ADDRESS :=
Choice of {
[1] IP ADDRESS. (TCP/IP)
[2] NSAP ADDRESS. (OSI) variable length.
[n] X.25 Address (CCITT)
[m] MAC (LLC)
[x] STRING OF OCTETS. (any other arbitrary address) }

COUNT:=
Extensible_Integer SEQUENCE OF OCTETS.

TIMESTAMP ::= [ defined by SNMP already, either absolute time or ticks/seconds/since
meter boot time ]

CONTROL PARAMETERS (notes under discussion):
Meter to Management: (traps)
DECLARE DATA LOSS Trap to let manager know that accounting data is being lost.

DECLARE HIGH WATER Trap to request that manager increase polling interval. (Used
when number of flows increases.)

DECLARE FLOOD/FLUSH Trap dumping the flow records currently being monitored by
the meter. (Lower priority first?)

Management to meter: (polls and control)

SET HIGH WATER MARK A the meter when to send a trap indicating that the manage-
ment station should increase the polling interval.

SET FLOOD MARK A how full the table SHOULD be before the meter considers panicking
and dumping the contents of the meter to the management station in raw (SNMP OPAQUE)
form.

SET FLOW TERMINATION PARAMETERS The meter should have the good sense in
situations where lack of resources may cause data loss to purge flow records from its tables
which (a) have already been reported and show no activity since the last report (b) oldest
flows or (c) flows with the smallest number of unreported packets.

- TIMEOUT The time in seconds since last packet seen (and last report) after which the
flow may be terminated.

- MAX LIFETIME Guidelines for the maximum lifetime of a flow. (Not mandatory, but
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the meter should make an effort at reporting time to purge flows that have had a lifetime
greater than this value, even if it results in the instantaneous creation of a new flow with
identical parameters.

SET FLOW PRIORITY [ REPORTING MASK] (mask is an 8-bit quantity) Tell meter
which flows are considered “critical” - i.e., in a crisis situations which flows can least afford
to lose data. Reporting mask is set by the RULES TABLE in the SET GRANULARITY
operation.

REPORT [ REPORTING MASK (0 or default indicates report ALL)] Poll to meter indi-
cating that a normal report of indicated flows should be made (i.e., any flow whose rule has
indicated that it has a bit set which is set in the mask.

SET GRANULARITY [ RULE TABLE ] see RULE TABLE

RULE TABLE: (Editorial comment from the Chair: This is all a very large pie in the sky
and not to be sliced seriously yet.)

SEQUENCE OF NUMBERED RULES.

RULE:=
Field FIELD_DESCRIPTOR.
[ Operator OPERATOR_DESCRIPTOR. ]
Mask. MASK_DESCRIPTOR.
LIST OF ACTION _PAIRS.

FIELD_DESCRIPTOR ::=
Length INTEGER. (0 is permitted to indicate lack of interest.)
CHOICE OF:
NETWORK ADDRESS. (including arbitrary strings)
RESULT (VALUE) OF PREVIOUS MASKING OPERATIONS>.

OPERATOR_DESCRIPTOR ::= The source of much discussion on overhead, complexity,
and feasibility. Is anding and testing for equality to the mask good enough or do we need
to define a set of allowed operations?

MASK_DESCRIPTOR: A MASK of a length less than or equal to the field. (Otherwise
there is no match. 1’s set in the mask indicate bits which are of interest. Actually, is
defined to be other identical to the field_descriptor. (LENGTH followed by RESULT or
NETWORKADDRESS.)

ACTION_PAIR. VALUE or RANGE OF VALUES. If the results of the masking operation

fit this value or range of values, perform the following actions.
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Choice of:
CONDENSE (FLAGS, FIELD_DESCRIPTOR, [SUBSCRIBER_ID])
EXPAND (FLAGS, FIELD_DESCRIPTOR, {SUBSCRIBER_ID])
IGNORE.

GO TO RULE NUMBER X.

CONDENSE indicates that the flow-record should use the designated FIELD as the source
or destination address (or attribute) in the FLOW-ID, along with the designated SUB-
SCRIBER_ID (also a FIELD_DESCRIPTOR). (Condense implies that all packets parsing
to this point will be counted in a single bucket.)

EXPAND is just like condense, except the the FIELD _DESCRIPTOR indicates that the
packets which parse to this point should be placed in multiple lows with source or destina-
tion address (or attribute) as designated by the the FIELD_DESCRIPTOR.

IGNORE indicates that we don’t count this type of packet at all.

USE RULE NUMBER N indicates (theoretically) that the RESULT OF PREVIOUS MASK-
ING OPERATION is set to the result of the FIELD VALUE & (anded with) the mask
value, and the nth rule of the RULE TABLE is invoked next. This concept is disturbing
because it allows for spaghetti tables that dont make sense. At this point a rule compiler
front end becomes necessary...<sigh>

NETWORK_ADDRESS ::= [this should follow reporting format]
Choice of {
(0] IP ADDRESS. (TCP/IP)
[1] NSAP ADDRESS. (OSI) variable length.
[n] X.25 Address (CCITT)
[m] MAC (LLC)
[x] STRING OF OCTETS. (any other arbitrary identifier)}

Notes on Rules

Note that each packet can only by counted within ONE FLOW, so that if all possible flows
are added, the number should equal the total number of packets processed.

If there are multiple ways a packet should be processed, the rules should deposit enough
information in the flow record (i.e., flow-id) so that the packet can be POST-PROCESSED
to be counted in multiple billing categories.

The RESULT field preceding the root of the tree is considered to be a zero length field.

All rule tables must in fact map into non-looping binary trees, or we won’t be responsible
for the result (To save space sub-trees may be shared by different branches and recursion
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may be used, as long as it can be shown that no infinite loops can occur Caveat emptor
and all that.). When address tests are used (field = address type), recommend performing
tests on the interface number first, the link level address second, the network address third,
and the attributes (if any are defined later) last. Within an address type, test the source
address first and the destination address last.

Attendees

Sean Donelan
Martin Dubetz
Gary Ellis
Charles Fineberg
Dave Geurs
Keith Hacke
Donald Hirsh
Cyndi Mills
Agnes Moran
Chris Myers
Kary Robertson
Gregory Ruth
George Sanderson
Jonathan Saperia
Anil Singhal

Kaj Tesink

Paul Tsuchiya
Sudhanshu Verma
Steve Witten

sean@dra.conm
dubetz@wugate.wustl.edu
garyeQhpspd.spd.hp.com
fineberg@wums2.wustl.edu
dgeurs@mot.com
hacke@informatics.wustl.edu
hirsh@meridian.uucp
cmills@bbn.com

chris@wugate.wustl.edu
kr@concord.com.kr
gruth@bbn. com
sanderson@mdc.com
saperia@decwrl.enet.dec.con

kaj@nvuxr.cc.bellcore.com
tsuchiya@bellcore.com
verma®hpindbu.cup.hp.com



RULE TABLE EXAMPLE

ROOT

SOURCE

——————T—-
INTERFACE FIELD & MASK

P N

VALUE VALUE - DEFAULT
(EXPAND RESULT, FLAGS) (GNORE)

DESTINATION e FIELD & MASK

INTERFACE

VALUE VALUE DEFAULT
BV - FIELD & MASK
ADDRESS / \

VALUE VALUE DEFAULT
(CONDENSE, *ANYTAG", FLAGS)

and so on with
DEST LINK-LEVEL ADR

SOURCE NETWORK ADR
DEST NETWORK ADR

TTRIBUTES (someday mebbe)
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3.3.6 Management Services Interface (msi)

Charter

Chair(s):

Oscar Newkerk, newkerk@decwet . enet.dec.com
Sudhanshu Verma, verma®hpindbu. cup.hp.com

Mailing Lists:

General Discussion: msiwg@decwrl.dec.com
To Subscribe: msiwg-request@decwrl.dec.com

Description of Working Group:

The objective of the Management Services Interface Working Group is to define
a management services interface by which management applications may ob-
tain access to a heterogeneous, multi-vendor, multi-protocol set of manageable
objects.

The service interface is intended to support management protocols and models
defined by industry and international standards bodies. As this is an Internet
Engineering Task Force Working Group, the natural focus is on current and fu-
ture network management protocols and models used in the Internet. However,
the interface being defined is expected to be sufficiently flexible and extensible
to allow support for other protocols and other classes of manageable objects.
The anticipated list of protocols includes Simple Network Management Proto-
col (SNMP), OSI Common Management Information Protocol (CMIP), CMIP
Over TCP (CMOT), Manufacturing Automation Protocol and Technical Office
Protocol CMIP (MAP/TOP CMIP) and Remote Procedure Call (RPC).

Goals and Milestones:

Done

Done

Initial version of the Internet Draft placed in the Internet-Drafts directory

181

Revised version of the draft from editing meetings placed in the Internet-Drafts

directory

Aug 1990 Initial implementation of the prototype available for test.

Done

Revised draft based on the implementation experience submitted to the RFC

editor.
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CURRENT MEETING REPORT

Reported by Sudhanshu Verma/HP
MSI Minutes

The MSI Working Group meeting was rescheduled from Tuesday (3/12) afternoon to Mon-
day (3/11) evening. This time clashed with the IETF dinner at the St. Louis zoo. The
meeting was attended by only seven people, and was adjourned early for a lack of a quorum.

The issues raised at the last meeting were reiterated. These issues are summarized below.

e On-line MIB database and the need for both GDMO and SNMP MIB definitions.

e Lack of any implementation suggestions or hints in the MSI document. The MSI
draft wants the implementors of the MSI API to support features such as transla-
tion between SNMP and CMIP and scoping, but does not provide ideas on how to
implement this. This has hindered adoption of the APL

e Lack of an SNMP APIL Some attendees at the last meeting wanted support of an
SNMP-oriented APL

The thorniest issue deals with the issue of translation between the two different SMIs
(GDMO and IETF). Based on RFC1109 the IAB has decided that there was no requirement
for compatibility between SNMP and OSI network management. This causes the task of
the translation between the two SMIs to be done on a case by case basis; it will be difficult,
if not impossible to have automated conversion between the two.

The future of the group was also discussed briefly. One option is to work with the IAB and
the Network Management Directorate to resolve any pending issues. Another option is to
disband the group due to the lack of significant progress. The next Working Group meeting
will need to evaluate the situation and make recommendations.

The meeting was adjourned after about 30 minutes due to 2 lack of a quorum.
Offline

The issue of MIB translation was raised by Sudhanshu Verma with the Chair of the Network
Management Area, Chuck Davin. He suggested that there was little that could be done
to change RFC 1109 at this point and that we should attempt to work in that framework.
The difficulty of defining translation rules to achieve automated translation was reinforced.
At the next meeting the Working Group will have to decide its future direction and plans.

Attendees

Steve Bostock steveb@novell.com
Howard Brown brown@ctron.com
Shawn Gallagher gallagherQquiver.enet.dec.com
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Ron Mackey
Ron Poppen-Chambers rpclhpend.cnd.hp.com
Sudhanshu Verma, verma@hpindbu.cup.hp.com

Mark Wood
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3.3.7 OSI Internet Management (oim)
Charter

Chair(s):
Lee LaBarre, cel@mbunix.mitre.org
Brian Handspicker, bd@vines.enet.dec.com

Mailing Lists:
General Discussion: oim@mbunix.mitre.org
To Subscribe: oim-request@mbunix.mitre.org

Description of Working Group:

This Working Group will specify management information and protocols nec-
essary to manage IP-based and OSI-based LANs and WANSs in the Internet
based on OSI Management standards and drafts, NIST Implementors Agree-
ments and NMF Recommendations. It will also provide input to ANSI, IS0,
NIST and NMF based on experience in the Internet, and thereby influence the
final form of OSI International Standards on management.

Goals and Milestones:

TBD Develop implementors agreements for implementation of CMIP over TCP and
CMIP over OSI.

TBD Develop extensions to common IETF SMI to satisfy requirements for manage-
ment of the Internet using OSI management models and protocols.

TBD Develop extensions to common IETF MIB-II to satisfy requirements for man-
agement of the Internet using OSI management models and protocols.

TBD Develop prototype implementations based on protocol implementors agree-
ments, IETF OIM Extended SMI and Extended MIB.

TBD Promote development of products based on OIM agreements.

TBD Provide input to the ANSI, ISO, NIST and NMF to influence development of
OSI standards and implementors agreements.

TBD Completion of the following drafts: Implementors Agreements, Event Manage-
ment, SMI Extensions, MIB Extensions, OSI Management Overview, Guide-
lines for the Definition of Internet Managed Objects.
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3.3.8 Remote LAN Monitoring (rlanmib)

Charter

Chair(s):

Mike Erlinger, mike@mti.com

Mailing Lists:
General Discussion: rlanmib@mti.com
To Subscribe: rlanmib-request@mti.com

Description of Working Group:

The LAN Monitoring MIB Working Group is chartered to define an experimen-
tal MIB for monitoring LANs.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to investigate the characteristics of some of the
currently available products (Novell’s LANtern, HP’s LanProbe, and Network
General’s Watch Dog). From this investigation MIB variables will be defined.
In accomplishing our goals several areas will be addressed. These include: iden-
tification of the objects to place in the MIB, identification of the tree structure
and corresponding Object ID’s for the MIB elements, generation of the ASN.1
for these new elements, and a test implementation.

Goals and Milestones:

Done

Done

Done

Mar 1991

Mailing list discussion of Charter and collection of concerns.

Discussion and final approval of Charter; discussion and agreement on models
and terminology. Make writing assignments.

Discussion of the first draft document. Begin work on additional drafts if
needed.

Review latest draft of the first document and if QK give to IESG for publication
as an RFC.
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CURRENT MEETING REPORT

Reported by Michael Erlinger/Micro Technology
Remote LAN Monitoring Minutes

Three separate meetings were held with the primary Agenda to review the RLANMIB MIB
proposed by Steve Waldbusser. The MIB had been distributed to the mailing list and
copies were available at the meeting. The driving focus of the current MIB is to quickly get
a consensus on an RLANMIB that can act as a standard. For this reason, various issues
have been moved to future MIBs. In general the MIB document should have more verbiage
describing the MIB and the general philosophy that was followed.

Memory management and table size issues were discussed at length. The only consensus
reached is that memory management is a problem and that the various probes will find
their own way to control memory.

A philosophic question was raised and not debated: What is the difference between a mon-
itor and an analyzer? This needs to be discussed more to better decide on the RLANMIB.

During the discussions about multiple managers and table ownership, the point was made
that the probability of multiple manager collisions was in fact quite high, since access to
probe tables is often the result of network problems (during which more than one manager
may rush to fix). MIB development needs to recognize this point. It was decided that a
RLANMIB meeting should be held prior to the next IETF. The date of this meeting will
be decided after a new version of the MIB document is made available to the mailing list.
The Chair will be responsible for choosing the date and location.

A few general points were discussed as foundation principles for the RLANMIB:

e Probes will be used simultaneously by more than one network management station.

e Probe resources will be a constant concern, a method must be found that would
allow a probe to determine which dynamic tables, particularly those associated with
an NMS, can be deleted.

e Accepting the simultaneous use of the probe, the MIB should insure the isolated use
by each NMS.

e Accepting the simultaneous use of the probe, the MIB should allow for the sharing
of use by each NMS.

MIB Review

Etherstats Table

Various entries are the same as other MIBs, (ethernet), while other entries are new. Two
justifications for this approach:
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1. Probes have the primary task of monitoring so the additional resources should not
be a concern;

2. Probes operate in promiscuous mode, so they will produce different values.

MIB should spell out whether good and/or bad packets are included in a count. In general
this information should be added to all counter descriptions. MIB should spell out that:
All counts exclude framing - start with destination address and continue through CRC. In
particular, all packets are included in each bucket because segment utilization includes both
good and bad packets.

Etherstats Counters

‘64 64--1518 ~1518
= m e e
CRC | collision crc/align jabber
error | fragments
R
NONE | runt good oversize

It was noted that the etherSTatsPkts64Octets counter was missing — to be added in next
version.

Inclusive or exclusive will be added to text describing various packet counters.

Etherhistory Table

Circular rollover: when the N buckets are full you continue to have only N buckets, loosing
the oldest bucket.

Interval change semantics: It is viewed that a change in interval is the same as deleting the
current control entry and starting a new one, i.e., the existing N buckets are lost and new
N buckets with the current interval are allowed to exist in the system (actual allocation of
buckets is an agent task).

Change # of buckets semantics: Changing the number of buckets should not invalidate
the current buckets. This will be explained in the document. In particular, changing to a
greater number of buckets, just adds more buckets to that history sequence. Reducing the
number of buckets deletes the oldest buckets until the required number are left.

What about time stamping the bucket contents? Adding an end time to the bucket has little
meaning because granularity is probably 1 sec and is thus not very meaningful. Buckets are
not real-time. Finally, could use the start time of the next bucket as the end time of the
current bucket.
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Discussion of starting a table entry: The entry starts when the VALID is set. Valid could be
set in the same PDU as all the other entries because a set is viewed as an atomic operation.

How to determine if probe lost data: Use dropevents to determine if probe lost some events.
Utilization will be changed from tenths of a percent to hundredths of a percent.

Utilization discussion: Because everyone determines utilization differently (some use various
hardware tests), it was decided that the utilization value is a standard way of presenting a
non-standard value.

A request was made for max available history buckets counter (etherHistory 3?7). Someone
said this is necessary in all dynamic tables and quite useful for the management station
user interface

Ether Host Tables

The etherhostorder table will be ordered by time of 1st transmission — still 1 to N. Much
discussion and much debate about the problem of deleting stations from the table and still
maintaining the ordering. This is an open issue which must be explained in the document.

The host table ordered by natural index is being used to serve two purposes: fast download
of the whole table and new station detection. The first requires a contiguous index space
(necessitating renumbering) and the second requires monotonically increasing indices. The
resolution was to create two tables instead of one (although Steve said he would try to figure
out a way to shrink them back into one table).

Table deletion: It was decided that most tables need a deletion capability and that the
MAC address is the most secure way to do deletion. Other indices may actually change.

After much debate about the TOP N table, it was decided that there are three options:

—

Leave the table as it currently is;

. Nuke the whole idea;

Expand the table to a series of tables — a control table that describes each of the
actual top N tables.

W N

Some discussion about probe reaction when a table that is already “valid” is set to “valid”.
It was decided that the proper agent action is “no-op”.

Ether Traffic Matrix Tables
Change “etherSDTableSize” to “etherMatrixTableSize”

The Filter table again raised the issue of NMS control of specific tables and the Probe/Agent’s
ability to garbage collect.

The idea of an X.Y index for each dynamic NMS related table was discussed. A central
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table would exist in which each NMS specified its own unique X value. The NMS would also
specify the time in sections for which X related tables should be maintained by the Agent.
If the time decrements to 0, the Agent can reclaim all tables and table entries related to
the NMS. The NMS can periodically restart the countdown clock. Thus, an NMS knowing
its own unique ID, can keep all its tables active (since it knows the time value entered into
the station), the NMS can force deletion of all its tables by entering 0 into the time field,
and yet the Agent can delete tables related to a particular NMS that is no longer active.
Also, if this table includes the IP address or some other know NMS address, all NMSs can
determine what other NMSs are using dynamic tables in the agent.

Buffer Control Table

Steve will add a variable to the buffer control table that holds the max available entries in
the capture table.

There was some discussion about how an agent would treat a set request in which either
(or both) bufferControlCaptureSliceSize or bufferControlUsedBuffers were zero. Does this
constitute a space reservation? Can the agent return BadValue? No resolution of this
question.

All state variables in control tables will have an Invalid state added (enfferControlState ==
stopWhenFull) implies that any filters which are supposed to “turnOn” that buffer, will
not, once the buffer has reached the full state.

A variable should be added to the bufferControlTable containing the value of sysUpTime
when the buffer was first turned on.

The syntax of “captureBufferPacketTime” will be changed from TimeTicks to an integer
containing the number of milliseconds since the buffer was turned on.

Steve stated that the intent of the log table was to keep the most recent events (once it
started wrapping).

There was some discussion on numbering traps in the global environment. Steve will give
it some more thought.

We need to add a notificationIndex to the logTable.
Notification Table

A minimal time was spent discussing the Notification Table. Traps were referenced to the
Notification Table, but not discussed in detail.

Off Line
Overhead associated with updating the etherhistory table.

Steve will write up a mail message that will explain his approach to fast table dumping and
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the type of performance that he obtained.
Topics for Later Discussion

A table describing thresholds will be added at a later time, hopefully in the next version of
the MIB.

Deferred Topics

Various topics are being deferred to RLANMIB 2 in the interest of expediently getting a
RLANMIB 1 into test and evaluation.

Peaks: Peaks are difficult especially in handling sliding time windows. If discrete time is
used, then it is possible to miss peaks. In determining which type of peaks will be captured,
e.g., utilization, broadcasts, etc., it was realized that peaks could double the size of the
history table. Peaks should be time tagged, not just captured in the history table. Peaks
really fall into the threshold area.

The concept of protocol bitmasks for each station and protocol percentages for the segment
were discussed at length. The consensus was to let this area go until RLANMIB 2. Questions
that seemed open: protocols to be included in the bitmask; how far down the stack protocol
counting occurs; and general utilization of this feature.

Attendees

William Anderson
William Barns
Steve Bostock
Kurt Dobbins
Bill Durham
Gary Ellis

Fred Engel

Mike Erlinger
Bill Fardy
Martin Gray
Mike Janson
Kenneth Key
Cheryl Krupczak
Donna McMaster
Lynn Monsanto
David Perkins
Ron Poppen-Chambers
Rehmi Post

Ron Roberts
Kary Robertson
Jonathan Saperia

wda@mitre.org
barns@gateway.mitre.org
steveb@novell.com
dobbins@ctron.com
durham@MDC.COM
garyeChpspd.spd.hp.com
engel@concord.com
mike@mti.com
fardy@ctron.com
mg@spider.co.uk
mjanson@mot.com

key@cs .utk.gdy
clefor@secola.columbia.ncr.com
dmcmaster@synoptics.com
monsantoQeng.sun.com
dave_perkins@3com.com
rpc@hpcnd.cnd.hp.com
rehmi@ftp.com
roberts@jessica.stanford.edu
kr@concord.com.kr
saperia@decwrl.enet.dec.com
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Greg Satz satz@cisco.com

Mark Schaefer schaefer@davidsys.com

Dror Shindelman pbrenner@sparta.spartacus.com
Anil Singhal

Sudhanshu Verma verma@hpindbu.cup.hp.com

Steven Waldbusser steven.waldbusser@andrew.cmu.edu

Steve Witten
Wing Fai Wong wiwong@malta.sbi.com
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3.3.9 SNMP Security (snmpsec)

Charter

Chair(s):
James Galvin, galvin@tis.com
Keith McCloghrie, kzm@hls.com

Mailing Lists:
General Discussion: snmp-sec-dev@tis.com
To Subscribe: snmp-sec-dev-request@tis.com

Description of Working Group:

The SNMP Security Working Group is chartered to determine the set of security
services needed by the SNMP. The specification of those services, the supporting
mechanisms, and the adjunct infrastructure will become an enhancement to the
SNMP and eventually an Internet standard.

The specification must not alter the fundamental SNMP network management
philosophy and must not entail changes to existing SNMP standards or frame-
work.

Goals and Milestones:
Done Publish internet-draft specifications.
Jul 1991  Submit specification to IESG for consideration as a Proposed Standard.

Dec 1991  Submit specification to IESG for consideration as a Draft Standard.

Ongoing  Submit specification to IESG for consideration as a Standard.
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CURRENT MEETING REPORT

Reported by James Galvin/TIS and Keith McCloghrie/Hughes
SNMPSEC Minutes

The Working Group met for one evening to discuss the latest revision of the documents.
There are currently three documents:

1. SNMP Administrative Model - this document specifies a framework within which the
protocols specified above funtion.

. SNMP Security Protocols - this document is a combination of what was previously
the “Authentication and Privacy” document and the “Administration” document. It
completely specifies two enhancements to SNMP to support integrity and authenti-
cation, and integrity, authentication and privacy.

3. SNMP Party MIB - this document specifies a set of experimental MIB objects that
may be used to support the SNMP administrative model, including the SNMP secu-
rity protocols specified above.

All three documents require some editorial changes, after which they will be submitted to
the Internet-Drafts directory. Imsofar as the second document represents changes to the
SNMP that are not strictly part of the Working Group Charter, the proper process for
further progressing of the document is a matter for IESG consideration. Since the protocol
document depends on the model document, it may not progress to a proposed standard
until the status of the model document is resolved.

The set of slides used to present the administrative model and the changes to the security
protocols are included below.

Attendees

Karl Auerbach
Jordan Becker
Steve Bostock
David Bridgham
Howard Brown
Theodore Brunner
Christopher Bucci
Jefirey Case
James Davin
Kurt Dobbins
Fred Engel

Shari Galitzer
Shawn Gallagher

karlQeng.sun.com
becker@nis.ans.net
steveb@novell.com
dabQasylum.sf.ca.us
brown@ctron.com
tob@thumper.bellcore.com
bucci@pluto.dss.com
case@cs.utk.edu
jrdeptt.lcs.mit.edu
dobbins@ctron.com
engel@concord.com
shari@gateway.mitre.org

gallagher@quiver.enet.dec.com
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James Galvin
Joseph Golio
Martin Gray
Jeremy Greene
Frank Kastenholz
Kenneth Key
Jim Kinder

Stev Knowles
John Linn

Keith McCloghrie
Lynn Monsanto
Michael Patton
David Perkins
Jonathan Saperia
Mark Schaefer
Jim Sheridan
Dror Shindelman
Dean Throop
Steven Waldbusser
Wengyik Yeong
Jeff Young

galvin@tis.com

golio@cray.com
mg@spider.co.uk
greeneQ@coral.com
kastenQasherah.clearpoint.com
keyQcs.utk.gdy
jdk@fibercom. com

stev@ftp.com
linn@zendia.enet.dec.com
kzm@hls.com - his preferred address
monsanto@eng.sun.com
map@lcs.mit.edu
dave_perkins@3com. com
saperia@decwrl.enet.dec.com
schaefer@davidsys.com
jsherida@ibm.com
pbrenner@sparta.spartacus.com
throop@dg-rtp.dg.com
steven.waldbusser@andrew.cmu.edu
yeongw@psi.com

jsy@cray.com
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SNMP Security

PROBLEMS:
o limit of 100 messages per second
o fuzzy notion of source / target of request

o reality of our claim of future “extension” to asymmetric
cryptography

« relationship to other aspects of

k manag fr. rk
l.e., access control, proxy, MIB views

o readability and understandability of documents

SNMP Security

PROPOSED SOLUTIONS:

one change to Security Protocols — the *“nonce”

specific and separate Identlification of source and destination in
Message

re-organization of text / explanations

elaboration of SNMP Administrative Model

*

“practice makes perfect”

2 SNMP Security

Source and Destination
« authentication based on source
« privacy based on destination
o access control based on pairing of source and destination
« proxy based on destination

e MIB view based on destination

SNMP Security

SNMP Party
« An "execution context” within an SNMP protocol entity

« A restricted subset of operations, i.e., 2 subset of what can be
done by the SNMP protocol entity

4 SNMP Security

SNMP Party (continued)
Sune ?“"‘%(d,sM SNNP 'P?«v-l (..}’;5 A.

>
-

4

« Symmetric Cryptography: both M & A must know party
“secrets™ and other parameters of both X & Y

« Asymmetric Cryptography: both M & A must know some
information about X & Y, but only M knows X's secrets, and only
A knows Y's secrets (possible hook for the future)

SNMP Secuwrity

SNMP Party (continued)

Identified by an OBJECT IDENTIFIER

Has authentication parameters used when this party is 2 source

Has privacy parameters used when this party is 3 destination

~Lives” at 3 transport address of some transport stack, e.g.,
SNMP/UDP/IP

A single MIB view

Local or Proxy

6 SNMP Security
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Party Naming
* Unique OBJECT IDENTIFIER for each party

« Initial sets of party identifiers defined, by convention, 6 for each 1P
address

Party Authentication Information

e Algorithm: noAuth, md4Auth

Party Privacy Information
« Algorithm: noPriv, desPriv

« Keys: partyPrivPrivate, partyPrivPublic

9 SNMP Security

{initial1157Partyld a bc d 1 } noAuth  noPriv ¢ Keys: partyAuthPrivate, partyAuthPublic, partyAdmin
{initial1157Partyld a b c d 2 } noAuth  noPriv .
{Initial1157Partyld ab ¢ d 3} mdaAuth  noPriv ¢ Clocks: partyAuthClock, partyAuthLastMsg, partyAuthNonce,
{initiall1S7Partyld abc d ¢ } mdsAuth  noPriv partyAuthLifetime, partyAdminClock
{inltiall157Partyld abc d 5} mdsAuth desPriv
{initial1157Partyld abc d 6 } mdéAuth desPriv

7 SNMP Security 8 SNMP Security

MIB Views

* one-to-one with SNMP party
* named by party identifier

* set of mutually disjoint view subtrees

SNMP Security

View Subtree
e Named by a node in the MIB tree

e Contains all possible object Instances within MIB tree

O} o)

| olame

SNMP Security

Access Control

* A source party
* A destination (target) party

* A set of "Management Communication Classes” i.e., a set of PDU
types

Access is permitted for a particular source 2 particular target to process
2 set of request types

12 SNMP Security
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Proxy

« an OBJECT IDENTIFIER
— either noProxy — operations performed tocally

- or pointer to another party — other party information about
transport stack and transport address of proxied agent

13 SNMP Secwrity

PriviMsa Message Formats

S ANy
e T [EE
= : — ]
@ :pik.', RFc- sy Pb:.{
ou. ' .

Compatibility
« As compatible as reasonably possible
o Same PDU - different Message wrapper

« No surprises here — forecast by RFC 1157, RFC 1098, and
REC 1067 dating back to May, 1988

« Agents implement one (old style or secure) — preferably secure

« Managers implement poth — at least two ways to do this

15 SNMP Security

And, Finally

o After 2 years, at least 3 dozen documents, > 10 M bytes of
archives, and loss of many trees and sleep

WE ARE DONE. (whew))

16 SNMP Security

Samp-sec ~dev @ fis com

—romﬁM&b‘l\'m&m

S mufs —sez-.c?e.v-m%ue;}-e +Hs.com

v

R}
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3.3.10 Simple Network Management Protocol (snmp)
Charter

Chair(s):
Marshall Rose, mrose@psi.com

Mailing Lists:
General Discussion: snmp-wglnisc.nyser.net
To Subscribe: snmp-wg-request@nisc.nyser.net

Description of Working Group:

Oversee development of SNMP-related activity, especially the Internet-standard
SMI and MIB. This Working Group is ultimately responsible for providing
workable solutions to the problems of network management for the Internet
commaunity.

Goals and Milestones:

Aug 1990 Finish SNMP Authorization draft.

Ongoing  Coordinate the development of various experimental MIBs.

201
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CURRENT MEETING REPORT

Reported by James Davin/MIT
SNMP Minutes

The SNMP Working Group of the IETF met on Monday morning, March 11, 1991. J.
Davin acted as Chair in lieu of Marshall Rose, who was unable to attend.

The Working Group considered two documents:

e The MIB for Ethernet-like Interfaces
<draft-ietf-snmp-ethernetmib-03.txt> and

e The SMDS Interface Protocol MIB
<draft-ietf-snmp-smdsipmib-00.txt>

A brief presentation of the Ethernet MIB was made by J. Davin to refamiliarize Work-
ing Group members with the current status of this longstanding effort. There followed
a section-by-section discussion of the document. The Working Group decided on several
minor changes:

o Two typographical errors in enumerated type definitions were corrected.

o Text was added to the document to guide users of the MIB in how to interpret error
counts when an agent may be unable to accurately report all instances of certain error
conditions.

e The set of names of Ethernet-like chipsets (for use with the Interface Extensions MIB)
was enlarged.

With these changes, the Working Group recommended that the document be considered by
the IESG for Proposed Standard status.

In the second half of the meeting, Kaj Tesink introduced the group to the SMDS Interface
Protocol MIB by giving an overview presentation on the SIP itself and the structure of the
proposed MIB. A discussion of the document followed. Some concerns were raised about
the relationship of this MIB to the interfaces group of MIB II, about the policy questions
involved in the choice of objects, about syntactic and naming conventions used in the MIB,
and about the clarity of some of the counter definitions. At the end of the discussion, the
Working Group decided to consider this MIB further in subsequent meetings.
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Attendees

William Anderson
Karl Auerbach
Ballard Bare
William Barns
Steve Bostock
Andreas Bovopoulos
Richard Bowles
David Bridgham
Theodore Brunner
Christopher Bucci
Charles Carvalho
Jeffrey Case

Don Coolidge
Tracy Cox

James Davin
Kurt Dobbins
Nadya El-Afandi
Gary Ellis

Mike Erlinger

Bill Fardy
Charles Fineberg
Karen Frisa
Shawn Gallagher
James Galvin
Joseph Golio
Keith Hacke
Patrick Heisinger
Mike Janson
Frank Kastenholz
Kenneth Key
Cheryl Krupczak
Nik Langrind
John LoVerso
Ron Mackey
Keith McCloghrie
Donna McMaster
Carol Melowitz
Jay Melvin

Linda Melvin
Donald Merritt
Lynn Monsanto
Bill Norton
Robert Peglar

wdalmitre.org
karl@eng.sun.com
bare@hprnd.rose.hp.com
barns@gateway.mitre.org
steveb@novell.com
andreas@patti.wustl.edu
bowles@stsci.edu
dabQasylum.sf.ca.us
tob@thumper.bellcore.com
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3.3.11 X.25 Management Information Base (x25mib)
Charter

Chair(s):
Dean Throop, throop@dg-rtp.dg.com

Mailing Lists:
General Discussion: x25mib@dg-rtp.dg.com
To Subscribe: x25mib-request@dg-rtp.dg.com

Description of Working Group:

This working group will produce a set of three documents that describe the
Management Information Base for X.25. The first document will specify the
objects for the X.25 Link Layer. The second document will specify the objects
for the X.25 Packet Layer. The third document will specify the ob jects for
managing IP over X.25. The working group need not consider the Physical
Layer because the ”Definition of Managed Objects for RS-232-like Hardware
Devices” already defines sufficient ob jects for the Physical Layer of a traditional
X.25 stack. Any changes needed at the Physical Layer will be addressed as part
of that activity.

The X.25 object definitions will be based on ISO documents 7776 and 8208
however nothing should preclude their use on other similar or interoperable
protocols (i.e. implementations based on CCITT specifications).

The objects in the Link and Packet Layer documents, along with the RS-232-
like document, should work together to define the objects necessary to manage
a traditional X.25 stack. These objects will be independent of any client using
the X.25 service. Both of these documents assume the interface table as defined
in MIB-II contains entries for the Link and Packet Layer interfaces. Thus these
documents will define tables of media specific objects which will have a one
to one mapping with interfaces of ifType ddn-x25, rfc877-x25, or lapb. The
objects for the IP to X.25 convergence functions will be defined analogously
with the ipNetToMedia objects in MIB II.

The working group will endeavor to make each layer independent from other
layers. The Link Layer will be independent of any Packet Layer protocol above
it and should be capable of managing an ISO 7776 (or similar) Link Layer
provider serving any client. Likewise the X.25 Packet Layer objects should be
independent of the Link Layer below it and should be capable of managing an
ISO 8208 (or similar) Packet Layer serving any client.

The working group will also produce a third document specifying the objects for
managing IP traffic over X.25. These objects will reside in their own table but
will be associated with the X.25 interfaces used by IP. These ob Jjects will not
address policy decisions or other implementation specific operations associated
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with X.25 connection management decisions except as explicitly described in
existing standards. These objects will manage the packet flow between IP and
the X.25 Packet Layer specifically including

observation of packet routing and diagnosis of error conditions. Progress on the
Link and Packet Layer documents will not depend on progress of the IP over
X .25 document. The IP over X.25 document will proceed on a time available
basis after work on the Link and Packet Layer documents and as such the Link
and Packet Layers may be completed before the IP over X.25 work.

All documents produced will be for use by SNMP and will be consistent with
other SNMP objects, conventions, and definitions (such as Concise MIB for-
mat). To the extent feasible, the object definitions will be consistent with
other network management definitions. In particular ISO/IEC CD 10733 will
be considered when defining the objects for the X.25 Packet Layer.

Goals and Milestones:

Apr 1991 Distribute first draft of documents and discuss via E-mail.

Aug 1991 Working group meeting as part of IETF to review documents.

Sep 1991 Distribute updated documents for more E-mail discussion.

Nov 1991

with specified editing changes.

Jan 1992 Documents available with specified changes incorporated.

Review all documents at IETF meeting. Hopefully recommend advancement
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3.4 OSI Integration Area

Director(s):

¢ Ross Callon: callon@bigfut.enet.dec.com
¢ Rob Hagens : hagens@cs.wisc.edu

Area Summary reported by Rob Hagens JUWISC

At the St. Louis IETF meeting, three Working Groups from the OSI Integration Area met.
A fourth group, OSI-DS, met in February.

OSI-ODA

The Office Document Architecture Working Group held its inaugural meeting at the St.
Louis IETF. This group will liaise with the SMTP extensions Working Group, the X400
Working Group, and the Netfax Working Group. The group has agreed to set up a small
pilot by the next IETF. The pilot will initially be based upon the Slate+ODA software
(running on a sparc station) and WordPerfect software (running on a PC). The ODA group
will produce a document on the use of SMTP and X.400 to carry ODA documents; this
paper will be available in May. The group will investigate other available products to add
to the pilot. The ODA group invites other Working Groups who need to exchange revisable
text/diagrams/bitmaps to join the ODA pilot project.

OSI-X4000PS

The X.400 Operations Working Group also held their inaugural meeting at the St. Louis
IETF. Participants at this meeting included vendors as well as X.400 planning staff who
serve user communities. The group made concrete progress in several areas: agreement on
preliminary X.400 address registration mechanisms; agreement on basic service documenta-
tion with mechanisms to insure full end-user connectivity, routing information exchange, and
documentation of reachability; agreement on the need for one common rule for X.400 /RFC
822 address mapping for the portion of the Internet within the US, and a draft decision on
a mapping rule. The result of this meeting is the outline of Internet PRMD requirements.
A draft version of the document produced from this outline will be available in June.

OSI-NOOP

The Network OSI Operational (NOOP) Working Group also held their inaugural meeting at
the St. Louis IETF. The group discussed their Charter. They added OSI tutorials relevant
to the Working Group’s activities as an additional publication category. The group discussed
sample routing plans and received volunteers to document various plans. These will be used
as the basis of future discussion and as examples for others who are contemplating NSAP
addressing and routing planning. The group discussed various categories of debugging tools
that are available or need to be written.
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OSI-DS

The OSI-DS group met in February. The Minutes of this meeting have been included
in these Proceedings. The vast number of topics covered at this meeting is too long to
reproduce in this area overview. The list includes liaison reports, technical discussions,
pilot project status reports, and document review. The interested reader should consult the
attached Minutes for more detailed information.
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3.4.1 Assignment of OSI NSAP Addresses (osinsap)

Charter

Chair(s):
Richard Colella, colella@osi3.ncsl.nist.gov

Mailing Lists:
General Discussion: ietf-osi-nsap@osi3.ncsl.nist.gov
To Subscribe: ietf-osi-nsap-request@osi3.ncsl.nist .gov

Description of Working Group:

The OSI NSAP Guidelines Working Group will develop guidelines for NSAP
assignment and administration (AKA, the care and feeding of your N SAPs).

Assuming use of existing NSAP address standards, there are two questions
facing an administration:

¢ Do I want to be an administrative authority for allocating NSAPs?
— how do I become an administrative authority?
* what organizations should expect to be an “administrative au-
thority” in the GOSIP version 2.0 address structure?
* where do I go to become an administrative authority?
— what are the administrative responsibilities involved?
* defining and implementing assignment procedures?
* maintaining the register of NSAP assignments.
* what are the advantages/disadvantages of being an administra-
tive authority?

e Whether NSAPS are allocated from my own or some other administrative
authority, what are the technical implications of allocating the substruc-
ture of NSAPs?

— what should be routing domains?
* implications of being a separate routing domain (how it will affect
routes, optimality of routes, firewalls and information hiding).
* organizing routing domains by geography versus by
organization versus by network topology....
— within any routing domain, how should areas be configured?
* (same implications as above).

Goals and Milestones:

Done Produce a paper describing guidelines for the acquisition and administration of
NSAP addresses in the Internet.

Dec 1990 Have the paper published as an RFC.
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Dec 1990 Have the paper incorporated, in whole or in part, into the “GOSIP User Guide”
and the FNC OSI Planning Group document.
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3.4.2 Network OSI Operations (noop)
Charter

Chair(s):
Susan Hares, skh@merit.edu

Mailing Lists:
General Discussion: noop@merit.edu
To Subscribe: noop-request@merit.edu

Description of Working Group:

Focus on the Operational issues of deploying OSI Network Layer in the Internet.
Develop OSI Routing Plans
Improve Management of the OSI Network Layer

Goals and Milestones:

TBD Collect OSI Routing and Addressing plans into a Repository

TBD Provide a forum to discuss these OSI Routing plans by email or in group dis-
cussions

TBD Collect a list of OSI Network Utilities available in the public domain and from
vendors. This list will be passed over to the NOC tools group effort for joint
publication.

TBD Collect list of OSI Network Layer NOC tools and publish a list.

TBD Collect Methods of OSI Network Layer Debugging and write a document de-

scribing these methods
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CURRENT MEETING REPORT

Reported by Sue Hares/Merit and Richard Colella/NIST
NOOP Minutes

The first meeting of the Network OSI Operational (NOOP) Working Group was opened by
the Chair, Sue Hares (Merit). A minute-taker was selected, introductions were made, and
the Agenda was presented and approved as presented.

Sue presented the NOOP Working Group proposed Charter for discussion. It was agreed
that an additional category be added to the areas for publication, that of tutorials on OSI
relevant to the Working Group’s activities. Several of these were identified immediately:

o DIS 10589 - Ross Callon (DEC) agreed to find or write a tutorial on DIS 10589, the
IS-IS Intra-domain Routing protocol;

e IDRP - Dave Katz (Merit) will write a tutorial on the Inter-domain Routing Protocol,
currently under consideration in ANSI and ISO; and,

e CLNP and ES-IS - Rob Hagens (U. Wisc) will allow us to post two tutorial articles
he’s written, and previously published in Connexions on CLNP and ES-IS.

Tutorial on OSI NSAP Guidelines

As an introduction to the discussion of routing plans, Ross presented a tutorial on the
Internet Draft document, “Guidelines for OSI NSAP Allocation in the Internet” (Colella,
Gardner, Callon). The slides will be included in the Proceedings.

Five Questions about NSAPs
Sue addressed the five most-often asked questions about NSAPs:

1. How does one get NSAPs outside the US?

The authority for NSAP allocation under the Data Country Code (DCC) is assigned
by ISO to the ISO Member Body (MB) from each country. In the US, for example,
this is ANSI; in the UK it is the British Standards Institute. Each MB is responsible
for administering (or delegating the adminis- tration of) NSAPs under its DCC.

Alternatively, one could approach an organization that has obtained an International
Code Designator (ICD), which are not country-based.

2. What happens when you change regionals?

If your NSAP addresses are taken from a regional’s address space and you change re-
gionals, your addresses will need to change. This is a consequence of using hierarchical
addressing.

Auto-configuration of ES NSAPs will help this, but there is no standard on this to
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date (but see below).

X.500 must be capable of supporting this transition. Since the primary source of
addressing information for communicants will be acquired through X.500, X.500 must
have mechanisms to support wholesale changes of NSAPs.

. What is the state of auto-configuration of NSAPs?

Today, some vendors use the ES-IS HELLO PDU to construct ES NSAPs. The ES
listens for a HELLO when it is booted, and uses the area address of the IS for its
area address. The ES uses its own IEEE MAC address in the system ID field of the
NSAP.

There is a new work item in ANSI X353.3 for support of address transition. The
proposed mechanism is to use IS-IS flooding and ES-IS to distribute new N SAP
information within an area. Note that this does not obviate the need for some support
from X.500 as discussed in the previous question.

- Quality of Service (QoS) — what about it?

QoS is also known by other names, such as Type of Service (ToS) and policy. This is
considered a research issue (and is for further study by someone else).

. How does a company transition between two different OSI NSAPs?

It was decided that this question was simply a way of asking question 2.

Sample Routing Plans

There was general agreement on several points:

* Regionals and Backbones should each obtain an AA from GSA or an ORG ID from

ANSI and allocate addresses to their clients based on these (Richard agreed to dis-
tribute information on how to obtain an AA to the Working Group mailing list).

* Multiply-homed clients (e.g., campuses) should use addresses taken from the address

of their primary point of attachment.

¢ For administrative reasons, a regional *could* further subdivide the RD field. For

example, MIDNET clients are organized along state boundaries. The first nibble of
the RD field could be used as a state identifier, with the other 12 bits managed by
the state. It was decided that this is not a good idea:

— Each additional subdivision wastes address space, so this should only be done
when absolutely necessary,

— Does not provide a significant added value to the state (new RDs are not needed
that often),

— It may cause confusion because current administrative fields in the NSAP DSP
(i-e., AA,RD, and Area) are being used synonymously with topological routing
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structures, and these bits are *not*, and,

— It’s really just as easy for the regional to manage a flat RD space.

Seven people agreed to write routing plans and submit them for distribution to the Working
Group. These plans can be used as the basis for discussion of issues that arise and as
examples for others who are contemplating developing NSAP addressing and routing plans.
No specific dates were set, but the following lists those who agreed to contribute a plan:

CICNET - Linda Winkler (Argonne National Lab)

ESNET - Tony Hain (Lawrence Livermore National Lab)
MIDNET - Dale Finkelson (MIDNET)

Mitre — Walt Lazear (Mitre)

NSFNET - Dave Katz (Merit)

OARNET - Kannan Varadhan (Ohio Academic Resource Network)
Westnet — Carol Ward (University of Colorado)

Tools

As in the operational IP networks, there is a need for OSI tools to support network operation
and debugging. Sue broke this up into a number of separate areas.

e Utilities
Various OSI-based utilities are needed. Some are available and some are not. These
need to be identified and implemented. The slides identified a number of utilities.

Note that network management is not of immediate concern to the Working Group,
but CMIP-based NM is anticipated.

[Editor’s note: The text of the slides will be sent to the mailing list. The basic utilities
needed were:

ISO versions of ping (ISO echo RFC 1139),

ISO version of traceroute (using ISO ping as packet sent)
Method to display ISO routes

Method to display ES-IS cache

Making NM Monitors

Utilities such as ISO ping can be combined to create Network Management Monitors.
Sue Hares will send a write up of a simple network management monitor to the
mailing list.

e NOC Tools 2

This Working Group will collect information on OSI tools. A document point to OSI
utilities in either the NOC tools RFC will be written. Please send information about
OSI utilties to noop@merit.edu.
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¢ Router and Host Survey Documents

It would be useful to have a pair of documents that survey OSI software availability,
one each for hosts and routers. Emphasis is on those tools that are needed to run an
operational network. Everyone is asked to contribute material to this effort. Again
send information to noop@merit.edu.

Action Items

This section contains a summary of action items from the St. Louis meeting.

DIS 10589 tutorial — Ross Callon

IDRP tutorial - Dave Katz

CLNP and ES-IS tutorials — Rob Hagens

Info on obtaining a GOSIP AA - Richard Colella
CICNET routing plan — Linda Winkler

ESNET routing plan — Tony Hain

MIDNET routing plan — Dale Finkelson

Mitre routing plan — Walt Lazear

NSFNET routing plan — Dave Katz

OARNET routing plan — Kannan Varadhan
Westnet routing plan — Carol Ward

Router and Host survey information — all
Write-up on simple ISO pingky monitor - Sue Hares

Attendees

Richard Bowles bowles@stsci.edu

Ross Callon callon@bigfut.enet.dec.com
Lida Carrier lidaapple.com

Eric Carroll ericQutcs.utoronto.ca
Martina Chan mchan@mot . com

Richard Colella colellaRosi3.ncsl.nist.gov
Tom Easterday tom@cic.net

Dennis Ferguson dennis@canet.ca

Dale Finkelson dmf@westie.unl.edu

Daniel Friedman danfriedman@bbn.com

Vince Fuller vaf@Standford.EDU

Demi Getschko "DEMIQFPSP .HEPNET"

Fred Gray fredQhomer.msfc.nasa.gov
Tony Hain alh@eagle.es.net

Susan Hares
Kathleen Huber
Mike Janson

skh@merit.edu
khuber@bbn.com
mjanson@mot.com
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Ruth Lang
Walter Lazear

E. Paul Love

Bill Manning
Linda Melvin
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Dennis Morris
Donald Morris
John Reinart
Michael Tharenos
Kannan Varadhan
Ross Veach
Shujiuan Wang
Carol Ward

Chris Weider
Linda Winkler
Cathy Wittbrodt
Wengyik Yeong
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rlang@nisc.sri.com
lazear@gateway.mitre.org
loveep@sdsc.edu
bmanning@houston.sc.ti.com
infopath@well.sf.ca.us
dtm@ulana.mitre.org
morrisd@imo-uvax.dca.mil
morrisQucar.edu
reinart@cray.com
tharenosQjessica.stanford.edu
kannanQoar.net
rrvQuiuc.edu

swang@ibm.com
cward@spot.colorado.edu
clwlmerit.edu
lwinkler@anl.gov
cjw@nersc.gov
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3.4.3 OSI Directory Services (osids)

Charter

Chair(s):
Steve Kille, S.Kille@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-ds@cs.ucl.ac.uk
To Subscribe: ietf-osi-ds-request@cs.ucl.ac.uk

Description of Working Group:

The OSI-DS group works on issues relating to building an OSI Directory Service
using X.500 and its deployment on the Internet. Whilst this group is not di-
rectly concerned with piloting, the focus is practical, and technical work needed
as a pre-requisite to deployment of an open Directory will be considered.

Goals and Milestones:

Mar 1991  Definition of a Technical Framework for Provision of a Directory Infrastructure
on the Internet, using X.500. This task may later be broken into subtasks. A
series of RFCs will be produced.

Mar 1991  Study the relationship of the OSI Directory to the Domain Name Service.
Ongoing  Maintain a Schema for the OSI Directory on the Internet

Ongoing  Liaisons should be established as appropriate. In particular: RARE WG3
NIST, CCITT/ISO IEC, North American Directory Forum.

2
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INTERIM MEETING REPORT

Reported by Steve Kille/UCL
OSIDS Minutes

Agenda

Agenda, Revised

Minutes of previous meeting

Liaisons: RARE WG3, NIST, NADF, AARN, ANSI
Replication

— Replication Requirements
— Replication Solutions

— Network Addresses

— Presentation Addresses

APIs for the Pilot

User Friendly Naming

Domains and X.500

Representation of Network Info in X.500
DSA Naming

Building Internet Directory/Strategy
Operational Pilot Status

Monthly Reports on Pilots

New Working Groups: Operations, User Support
Internet Schema

Naming Guidelines

Naming for Internet Pilot

Security

Directory Assistance Protocol

Quality of Service

Date and Venue of next meeting

0..........0..0.

The meeting was opened by Steve Kille at 9:10am on February 12, 1991. The Agenda
was slightly revised and massively reordered. Steve thanked Richard Colella and Peter
Whittaker for producing the Minutes. He reported on the status of some of the action
items at the last meeting. The formatting of the documents has been improved. The
“Infrastructure” document met with some difficulty in forwarding as an RFC. Steve was
asked to produce a separate “Strategy” document and to revise the RFC. Steve contacted
Al Grimstad to check on a user friendly naming related proposal, and found that this is no
longer relevant. There were no corrections to the Minutes.
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Lialsons
RARE WG3

Steve reported on this meeting which took place in Brussels in J anuary. They discussed the
activities of our IETF-DS group. Their next meeting is April 16-17 in Utrecht, Holland.
They meet three times per year. They are very interested in getting more US participation.
Future meetings are in July, and also October 31- November 1. Can the IAB find funding
for international travel for IETF members? Steve will look into the funding question with
appropriate people. European meetings usually have 1-2 representatives from each country.
They would also like representation from the FOX project.

NIST

Stuart Cain reported on the Directory SIG meeting in December. They discussed im-
plementation agreements for replication and access control. They would like to see the
requirements from our group. NIST is working from the current CDAM. There is already a
stable implementors agreement based on the 1988 CCITT recommendation. The new spec
is expected by the end of the year. The next meeting will be in March. Steve has replied
informally to the NIST liaison to encourage coordination between the two groups and also
to share our documents on replication requirements and solution. The sense of this was
agreed to by the group, and it will be used to generate a formal liaison response. The NIST
group is concerned with “freezing” their agreements based on a DIS version of the standard,
and will be working to avoid that kind of discrepancy.

North American Directory Forum

Marshall Rose reported that the last meeting was in October, before the last IETF-DS
meeting. The next meeting is in March, after this meeting.

Australian Academic Research Network

Steve received a liaison statement from George Michaelson. Australia is working on X.500
naming and addressing standards. They will send people to the IETF some time this year.
They have not been able to participate in this group due to lack of funds.

ANSI US Directory Ad Hoc Group

Roy Van Dorn (HP) reported that this group met last week. They are bringing ballot
comments to ISO. Subordinate references will be replicated, according to the latest draft
standard. Replicating cross-references will not occur. Hoyt Kesterson is the ISO Rappor-
teur. Skip Sloan will be the head of the US delegation. Steve will send them the replication
documents from our group. There will be one more US meeting in March for ballot com-
ments. The liaison of the group’s documents to ISO will be done through ANSI by Paul
Koski. Access control and replication are US priorities. Some of the schema document will
get into the 1992 standard. The definitions of attributes will be more like 1988. The four
types of object classes will continue. Subtrees and partial entries within subtrees can be
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replicated. A completeness flag is included in replication. Searches on attributes that don’t
exist will be referred for further lookup. The unit of replication is an entry, not an attribute
within an entry.

¢ Replication
— Replication Requirements

It was agreed that this Internet Draft (Replication Requirements to Provide an
Internet Directory Using X.500) be progressed to an RFC.

— Replication Solutions

There was substantial discussion of this paper. Marshall and Steve revised the
text during the meeting and redistributed the document. Marshall suggested
that the title be changed to include the changes to Distributed Operations as
well as replication. This suggestion was agreed to by all. A number of changes
were suggested to make the document more clear. There was a suggestion to
include a figure describing knowledge replication. None of the proposed changes
require discussion at a further meeting, and Steve agreed to send a revised
document out to the list on Monday (February 18). The group will respond
within one week with any comments. After that the Internet Draft (Replication
to Provide an Internet Directory Using X.500: A Proposed Solution. However
the title may be changed.) will be progressed to an RFC.

— Network Addresses

There were a few comments from the IAB regarding the Telex kludge. It was
agreed that this Internet Draft (An Interim Approach to Use of Network Ad-
dresses) be progressed to an RFC.

— Presentation Addresses

It was agreed that this Internet Draft (A String Encoding of Presentation Ad-
dresses) be progressed to an RFC.

o APIs for the Pilot

Ruth Lang said that this was an important area and would like to see suggestions
for APIs (application programming interface). The only comment received so far
on the list was from Peter Whittaker (BNR) about object management support in
XOPEN. There was a discussion of the XDS agreements. Peter Mierswa said that
DEC participated in XDS. The user-friendly and ob ject-oriented aspects of XDS will
cause applications to be large. It is difficult to extend the XDS object set. There are
other technical drawbacks, but it was agreed to by a number of parties. DEC will
support the XDS API but also a more functional layer. Quipu does not support XDS.
XDS and object management documentation is available from Omnicom. It was felt
that APIs did not fit into our group’s charter. We may want to make recommendations
but then move on to the technical infrastructure. This group is also not to manage
projects or pilots.



3.4. OSIINTEGRATION AREA 229

e User Friendly Naming

Peter Mierswa tried to find a common syntax set with the OSF DCE naming (based
on unix filesystem syntax) and the proposed X.400 annex for business card OR ad-
dress format (uses semicolons and slashes, which evolved out of the RFC 987 work).
However there was no such syntax in common and Peter gave up. The algorithm in
this document is useful based on experience, though there may be scope for experi-
mentation. It was noted that name space organization affects efficiency of searches.
For example Cambridge University uses many levels of QU. It is recommended in
the Naming Guidelines document (see section 18) that pilots be laid out so that this
user friendly naming scheme works reasonably. It was agreed that this Internet Draft
(Using the OSI Directory to Achieve User Friendly N aming) be progressed to an RFC.

e Domains and X.500

UCL has done some work in implementing this scheme. There is a tool to do a
white pages lookup based on a domain address. This is an experimental service.
The general appropriateness of representing domain name system information in the
Directory was discussed. This is viewed as controversial. The X.500 version of DNS
may have be usable for other functions than those currently offered by the DNS, such
as browsing. Mailbox records are included in the DNS, but are not widely used. Peter
Mierswa said that it would not matter if this was not submitted as an RFC. Steve
disagreed with that and would like to progress the work. Tim Howes suggested that
we submit this with a disclaimer that it is experimental. Steve would like the IAB to
discuss these issues. Jose Garcia-Luna felt that security should be discussed in this
paper. It was eventually agreed that this Internet Draft (Domains and X.500) should
be progressed as an RFC.

e Representation of Network Information in X.500

Mark Knopper and Chris Weider gave a presentation on some work in progress at
Merit, which will become part of the DARPA /NSF sponsored Field Operational X.500
(FOX) project. They have entered the network contacts part of the whois data into
the Qo=Internet part of the White Pages DIT. New object classes have been defined.
Bill Nowicki noted that putting all of the IP network numbers into a single location
in the DIT will not scale well. It was suggested that the network number entries be
located within the owning organizations. This would obviously require much more
participation in the X.500 projects. For now the net numbers can be entered in a
separate tree under o=Internet and eventually these entries will just be pointers to
the master network entries. Steve proposes another solution to this in the Domains
and X.500 paper. It is scalable, but also requires more work to bootstrap. There will
be further cooperation with SRI, ISI and PSI to allow the rest of the NIC’s data to be
entered into X.500. There were a number of useful suggestions on how the network
information could be stored in the DIT. It was recommended that Merit produce an
internet draft to document this effort, both work in progress as well as long term
design. Chris agreed to do this by March 7. He will take the scalability issues into
account.
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e DSA Naming

The current South American wildlife names don’t seem to be descriptive enough! The
solutions outlined in this paper solve some operational problems with quipu-based
pilots. Peter pointed out that the section on multinational organizations does not
solve the problem. There were several suggestions for modifications, and discussion
of this will be necessary at the next Working Group meeting. It was felt that after
that, this Internet Draft (DSA Naming) can be progressed to an RFC.

Building Internet Directory/Strategy

The infrastructure Internet Draft was held up in protracted discussion regarding how
to submit RFCs. Steve wrote a new strategy document. It was agreed that APIs
should be mentioned in this document. The “strategy” was removed from the I.D.
and so that was renamed to a very long name beginning with “Overall Plan”. The
strategy document was agreed to in principle but will not be forwarded at this time.
The Overall Plan Internet Draft was agreed to be progressed to an RFC again.

¢ Operational Pilot Status

— PSI Pilot

Marshall reported that there are about 70 organizations on the US pilot. Growth
has been linear since the pilot began. ISODE 6.8 interim release is due out by
the end of the month. It is a very stable and higher performance version. It will
have Tim Howes’ mods to quipu, and also the Directory Assistance Protocol
(which allows splitting the DUA between two different hosts). FRED is faster
now. There is a Macintosh DUA offered by PSI as shareware. A source license
is available similar to the Nysernet SNMP license. The PSI pilot only allows
DSAs to be connected via IP (and now CLNP). The quality of X.25 in the US
“provides pneumatic inward pork-pressure via narrow flexible tubing.”

— COSINE Pilots

Steve reported that 19 out of 20 countries in COSINE are running X.500 pilots.
The COSINE P2.1 pilot has been renamed as PARADISE, and has officially
started. Its manager is David Goodman. ULCC has an operational facility to
replace Giant Tortoise. Their plan is to support international pilots until the
end of 1992. France has a research pilot based on quipu and also a commercial
pilot based on Pizarro. Xtel and the Dutch PTT are involved in PARADISE.

¢ Monthly Reports on Pilots

It is felt that the operational pilots should distribute status reports on a monthly basis.
The FOX project is interested in coordinating the US report. Ruth Lang contacted
Jon Postel at ISI about this and Jon volunteered ISI to produce the reports. Some
FOX mailing lists will be set up to help coordinate the US report. David Goodman,
the PARADISE manager, will integrate this into the international report. FOX and
PARADISE will agree on timescales for ensuring that this comes out each month.
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Reports will be timely, with noncontributors marked as “no report for XXX”. This
international report will be sent out as a part of the Internet Monthly Report and to a
separate list for those not interested in other aspects of the IMR. The reports should
be on “The State of the DIT”. Organizations should be queried for their activities.
Marshall gets regular statistics reports from the US DSAs. The Canadian pilot is
operated by the University of Toronto.

o New Working Groups

— X.500 User Support Working Group

Chris Weider volunteered to Chair a new Working Group. Steve will talk to
the IETF area coordinators and suggest that the new group be jointly in the
OSI and User Services areas. Several of the group participants were interested
in joining the new group. The first meeting will be at the next IETF. Chris
distributed a draft charter and several comments were made. Chris will talk
to Joyce Reynolds and Dana Sitzler, to see whether it would be reasonable to
model the group after the NISI Working Group. Perhaps the new group should
be called DISI (pronounced “dizzy”). The group would provide a documentation
package for sites, as well as a center of expertise for X.500 issues.

— X.500 Operations Working Group

There was some interest in forming such a group but it was felt that this should
wait until the activities of the main IETF-DS group come to an end, or at
least go into “maintenance mode”. It was viewed that the group will only
last for one more meeting with the same high level of activity. After that the
operations group will be formed. Marshall Rose and Chris Weider were involved
in discussing the charter of the new group.

¢ Internet Schema

Marshall suggested that the name of the Internet Draft (COSINE and Internet Nam-
ing Architecture) be changed from “naming architecture” to “schema”. This was
accepted. There were comments on this document at the RARE WG3 meeting. The
textEncodedORAddress attribute was deprecated by OSI purists, but some members

felt it was useful in the pilots. This Internet Draft was agreed to be progressed to an
RFC.

¢ Naming Guidelines

Steve introduced this Internet Draft and explained that it sets out some guidelines
for how to lay out a pilot DIT. It is a follow-on to annex B of X.521. Marshall
mentioned that the T.61 character sets for international symbols once were a problem
but work now in quipu. Peter mentioned that this is not a solution for multinational
organizations. It is viewed that this is a difficult problem, and that the acceptable
solutions should be documented. There needs to be a definition of “multinational
organization”. HP would like to see a single “mount point”. There was a discussion of
organization naming strategy. Marshall suggested that the names be fully descriptive
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to avoid later, possibly legal, conflicts. The naming authorities must enforce unique
names within the DMD. Long names were recommended. Marshall mentioned that a
small DIT depth makes browsing less effective. It is not useful to define conformance
rules for a guidelines document. Conformance is useful for a given national pilot.
Steve and Paul Barker will edit the document and distribute to the group. At the
next meeting it will be proposed that the Internet Draft (Naming Guidelines for
Directory Pilots) be progressed to an RFC.

Naming for Internet Pilot

Marshall gave a presentation of a paper he and Einar Stefferud had written to be
presented at the NADF, US-CCITT-Study Group D, and ANSI as well as to this
group. The problem is that there are no OSI numbering authorities in the US, but
they are needed for pilots to advance to a production stage. ANSI has accepted over
500 applications for OIDs under 1.2.840, but due to legal problems have not assigned
any. Numbers are not a problem for ANSI but names are. The only legal method
would be to assign the name and then publish the fact in the Federal Register with
the reserve to revoke on a 6-month challenge procedure basis. GSA has been assign-
ing NSAPs under AFI/IDI=47/0005, only for federal agencies. JANA has assigned
several hundred OIDs under 1.3.6.1.4.1 for internet network management use. US-
CCITT-SG-D is trying to make a national decision on naming, but only for an X.400
ADMD /PRMD registry and not for X.500. Possible naming universes are geographi-
cal, political or community. Civil authorities are the best choice as it gives a familiar
and undisputed structure. However collisions in RDNs must be avoided. The pro-
posal suggests using the numeric code assigned by ANSI for the RDN itself. This was
heavily disputed, but as Marshall noted it would be legally defensible. The consensus
was that we should fix ANSI rather than using numeric RDNs. Marshall and Stef
believe that their presenting this proposal to the four groups will force a national
decision. The proposal went on to recommend use of numeric codes for states and
populated places. Naming of OSI entities was included, and there was a suggestion
that non-OSI entities should get names too (e.g., SNA, TCP/IP applications). Steve
suggested that this be made into an Internet Draft but not a standard. Marshall will
make the changes suggested by the group before the NADF presentation in March.
He will “lean heavily” on ANSI to begin assigning names. Beth Summerville is ANSI’s
registrar for the naming authority function.

Security

Peter Yee’s paper was revised since the last meeting. There were not many changes
due to lack of comments at Boulder. Marshall said that it will be necessary to consult
with the IETF Security Working Group before progressing this document. Peter will
contact Steve Crocker to get help on proper security terms and concepts. Marshall
suggested splitting the discussion in the paper between authentication (simple now,
strong later), and authorization (access control lists). Paul suggested including an
ACL to control access for searching. Steve suggested that this should become an
Internet Draft with title Security Requirements for X.500 in the Internet. There
should be a companion document for Security Solutions, and this should reference
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the 1992 CCITT document. A problem at MIT is that they want to limit searching
their organizations to return data only if less than n entries. HP wants to disallow

searching their organization entirely. Peter will revise the document and send it out
to the list by March 1.

¢ Directory Assistance Protocol

Marshall wrote an RFC describing a protocol used by PSI’s Macintosh DUA client.
It documents existing practice and is not a standard. The server is part of ISODE.
He characterized the protocol as “horrid”. Tim Howes has also been working on a
Macintosh DUA with a different protocol. Tim will write an RFC for his DAP pretty
soon.

¢ Quality of Service

Steve submitted an informal writeup to suggest that QOS attributes be added to
the schema to represent the advertised quality of DSA services in the pilots. This
was thought to be a good idea and there were no objections to including this in the
Schema document.

¢ Notable Actions, Dispositions and Promises

— RFC Progression
The following documents were recommended to be progressed to RFC status:

Replication Requirements to Provide an Internet Directory Using X.500 (section
6a)

Replication Solution and Distributed Operations (section 6b)
An Interim Approach to Use of Network Addresses (section 6c)
A String Encoding of Presentation Addresses (section 6d)
Using the OSI Directory to Achieve User-Friendly Naming (section 8)
Domains and X.500 (section 9)
Overall Plan (section 12)
Internet Schema (section 16, and including QOS item in section 21)
Naming Guidelines for Directory Pilots (section 17)
— Action Items

Strategy document will be revised by Steve (sections 4, 12). The issue of travel
funding will be investigated by Steve (section 5a). A formal response to NIST
will be drafted by Steve (section 5b). The replication documents will be sent to
ISO via ANSI and Paul Koski by Steve (section 5¢). Jon Postel, for the FOX
project, will set up a mailing list, and produce monthly reports coordinated with
PARADISE and the Internet Monthly Reports (sections 10 and 14). Chris Wei-
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der will start up the new Directory Information Services Infrastructure Working
Group (section 15a). Chris and Mark will write an RFC on representing net-
work infrastructure information by March 7 (section 10). Marshall Rose will
Jean heavily on ANSI to assign organization ids and names (section 18). The
security document will be revised by March 1 by Peter Yee (section 19).

¢ Date and Venue of Next Meeting

There will be no OSI-DS meeting at the March IETF. The next meeting will be after
that, to be decided on the list. A possibility is a video conference, or alternatively a
face to face meeting either in Ann Arbor or on the east coast in May or June. The
choice depends on online discussion of the working drafts. Given some comments,
it might be appropriate to wait until July. Steve will poll the group after the next
round of editing.

¢ Thanking the Host

Ruth Lang and SRI International were thanked for their excellent services including

a lunch.
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3.4.4 OSI General (osigen)
Charter

Chair(s):
Robert Hagens, hagens@cs.wisc.edu
Ross Callon, callon@bigfut.enet.dec.com

Mailing Lists:
General Discussion: ietf-osi@cs.wisc.edu
To Subscribe: ietf-osi-request@cs.wisc.edu

Description of Working Group:

Help facilitate the incorporation of the OSI protocol suite into the Internet, to
operate in parallel with the TCP/IP protocol suite. Facilitate the co-existence
and interoperability of the TCP/IP and OSI protocol suites.

Goals and Milestones:

TBD Specify an addressing format (from those available from the OSI NSAP ad-
dressing structure) for use in the Internet. Coordinate addressing format with
GOSIP version 2 and possibly other groups.

TBD Review the OSI protocol mechanisms proposed for the upcoming Berkeley re-
lease 4.4. Coordinate efforts with Berkeley.

TBD Review GOSIP. Open liaison with Government OSI Users Group (GOSIUG)
for feedback of issues and concerns that we may discover.

TBD Determine what should be used short-term for (i) intra-domain routing; and
(ii) inter-domain routing.

TBD For interoperability between OSI end systems and TCP/IP end systems, there
will need to be application layer gateways. Determine if there are any outstand-
ing issues here.

TBD Review short-term issues involved in adding OSI gateways to the Internet.
Preferably, this should allow OSI and/or dual gateways to be present by the
time that Berkeley release 4.4 comes out.
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3.4.5 OSI X.400 (osix400)
Charter

Chair(s):
Rob Hagens, hagens@cs.wisc.edu

Mailing Lists:
General Discussion: ietf-osi-x400@cs.wisc.edu
To Subscribe: ietf-osi-x400-request@cs.wisc.edu

Description of Working Group:

The IETF OSI X.400 Working Group is chartered to identify and provide solu-
tions for problems encountered when operating X.400 in a dual protocol inter-
net. This Charter includes pure X.400 operational issues as well as X.400 <->
RFC 822 gateway (ala RFC 987) issues.

Goals and Milestones:

Jul 1990  Develop a scheme to alleviate the need for static RFC 987 mapping tables.
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3.4.6 Office Document Architecture (oda)

Charter

Chair(s):
Peter Kirstein, kirstein@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-oda@cs.ucl.ac.uk
To Subscribe: ietf-osi-oda-request@cs.ucl.ac.uk

Description of Working Group:

The ODA Working Group will develop guidelines for the use of the Office
Document Architecture for the exchange of Compound documents including
formattable text, bit-map graphics and geometric graphics according to the
ODA Standard. It will consider also Intercept Standards for other document
content types it considers vital - e.g., Spreadsheets. The Working Group will
define how to use both SMTP and X.400 for interchange of ODA documents.
It will maintain close liason with the SMTP and X.400 Working Groups.

This Working Group will review the availability of ODA implementations, in or-
der to mount a Pilot Testbed for processable compound document interchange.
Finally, it will set up and evaluate such a testbed.

Goals and Milestones:

Done Inaugural meeting.
Jul 1991  Produce a paper stating what ODA standards or profiles still need completing.

Jul 1991  Produce paper on how both SMTP and X.400 message systems should be sup-
ported.

Jul 1991  Produce paper on what pilot implementations can be provided.

Jul 1991  Produce paper on what scale and type of Pilot Testbed should be organised.
Dec 1991 Provide first feedback on the ODA Pilot.

Ongoing  Coordinate ODA Pilot.

Ongoing  Review and propose additional enhancements of ODA.
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CURRENT MEETING REPORT

Reported by Peter Kirstein/UCL
ODA Minutes

Agenda

Introduction of Participants.

Discussion of Charter.

Review of Documentation available.
Consideration of current status of standardisation.
Review of facilities needed for IETF-ODA Pilots.
Review of possible products.

Discussion of interaction with message systems.
Discussion of interaction with other Working Groups.
Review of possible programme and timetable.
Proposed further actions.

Methods of Working.

Arrangements for future Meetings.

e 6 6 6 6 & &6 & 0o o o o

The attendees outlined their interests in the Working Group. Most were interested to use
facilities provided to them; few were interested in developing facilities themselves. There
was interest in the functionality of ODA, therefore a tutorial by Fred Held was organised
as an evening session; it was attended by about 25 people.

The group agreed that they would like to use existing software - but needed to know what
was available.

The Chair outlined the capabilities of ODA; it would enable the interchange of documents
with various text capabilities (including Fonts), geometric graphics and bit-map graphics.
It would allow, therefore, interchange of processable documents between different word
processors. The bit-map graphics supported both Group 3 and Group 4 facsimile formats -
potentially of interest to the NETFAX Group. The standard is very general. To ensure the
capability of document interchange, it is essential to define also a Document Application
Profile (DAP), to which any product must conform. A particular DAP has been developed in
Europe under the PODA project, and a number of products exist to this DAP (Q112,[1]).
As background for the discussions of the ODA Working Group, some papers have been
made available in an electronic form. These are listed below, and may be requested from
the UCL-cs info-server: “info-server@cs.ucl.ac.uk”.

The documents are accessed by standard message systems, giving a message body of the
form:

request:ietf-osi-oda topic:xxxx

where xxxx is the name of the document required.
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Currently a number of documents are available in the info-server - all in text form. Many
could be available in ODA/ODIF format if this was required. The documents are listed in
a document called INDEX in the collection.

The Chair stated that software will be available to allow documents preparation and storage,
and also document interchange to the DAP. He had identified three products which would
support ODA from the beginning at the 3rd quarter of 1991: the SLATE editor from BBN
(with UCL additions), a product from Xerox, and various DEC products for CDA. A version
of WORD from Honeywell-Bull, and of WordPerfect from ICL would probably exist, and
other products could be available by the summer. It was proposed, and agreed, that the
group will try to get started as soon as possible on a pilot activity. The members of the
group would want to experiment with the facilities themselves; if they were satisfactory,
they could try to get other user groups interested.

For a User Pilot, it was necessary to have not only an editor which could produce an ODA
stream (ODIF), but also combine it with a mail system. The ODIF stream contained ar-
bitrary 8 bit binary; therefore it could not be sent by RFC 822 mail without modification.
Luckily the SMTPEXT group was proposing both a short-term and longer term recom-
mendation for the extension of that system to support binary data. Another mail system
(X.400) was the brief of the OSIX.400 Working Group; that system also supported binary
data. It was agreed that the present Working Group make known its needs to, and use the
mail systems defined by, the other two Working Groups. We need not consider mail further
inside the present Working Group - except to make recommendations based on the actions
received from the other groups. Some of the products of interest with the ODA capability
(WORD, WordPerfect) existed currently only for PCs. The Working Group participants
felt that they were already making adequate ad-hoc arrangements to incorporate documents
from PCs into mail systems, and did not need - or want - the Working Group to address
the mechanisms needed.

In accordance with the Charter, the Chair promised to provide further details of product
availability before the end of April. By that time, the interim recommendation of the SMT-
PEXT Working Group should be available. The aim was still that sufficient information
should be available by that time, that an initial set of trials by participants should be possi-
ble between the Ist and 2nd quarters of 1991, and that a detailed plan for a PILOT should
be ready for the next IETF meeting in Atlanta.

It was not thought necessary to have a further meeting prior to the next IETF, but a
meeting during that week was planned.

A set of documents relating to ODA had been put in an archive - further documents will
be added to this database as they become available.

Reference

1. EWOS: ODA Document Application Profile Q112 - Processable and formatted doc-
uments - Extended mixed mode, PrENV 41 510, Paris, 1988.
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3.4.7 X.400 Operations (x4000ps)
Charter

Chair(s):
Alf Hansen, Alf .Hansen@pilot.cs.wisc.edu

Mailing Lists:
General Discussion: ietf-osi-x400ops@pilot.cs.wisc.edu
To Subscribe: ietf-osi-x400ops-request@pilot.cs.wisc.edu

Description of Working Group:

X.400 management domains are being deployed today on the Internet. There
is a need for coordination of the various efforts to insure that they can interop-
erate and collectively provide an Internet-wide X.400 message transfer service
connected to the existing Internet mail service. The overall goal of this group
is to insure interoperability between Internet X.400 management domains and
to the existing Internet mail service. The specific task of this group is to pro-

duce a document that specifies the requirements and conventions of operational
Internet PRMDs.

Goals and Milestones:

Done Initial meeting, produce internal outline.
Mar 1991 Working draft, circulate to interested people.
Jul 1991  Internet Draft available.

Dec 1991 Document ready for publication.
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CURRENT MEETING REPORT

Reported by Kevin Jordan/CDC
X4000PS Minutes
Review of Agenda

The Agenda was approved without change, although, some minor adjustments were made
as the meeting progressed.

Review of Charter

It was made clear that the focus of the Working Group is the operation of X.400 mail on
the Internet.

Rob Hagens presented a one page draft document describing the strategy for deployment of
X 400 in the Internet. The goals described in the document were reviewed and discussed.
The goals drafted by Rob were:

o The X.400 service will not, in the near future, completely replace existing Internet
mail service.

— Tt was pointed out that this is an assumption, not a goal. It was suggested that
a useful goal would be to work with the SMTPEXT Working Group in order to
facilitate gatewaying between SMTPEXT and X.400.

— People who had attended the SMTPEXT meetings on Monday, 3/11, reported
briefly on what was discussed there. It seems that the SMTPEXT Working
Group has just begun defining requirements, so judging from previous experi-
ence, it will probably be at least two years before SMTP V2 is widely imple-

mented and operational.

o The X.400 service in the Internet shall be fully connected to the existing Internet
Mail service via gateways.

— Tt was recommended that this goal be revised so that it includes a clause about
the need for X.400 gateways to be highly interoperable with the existing Internet
mail services.

e The X.400 service in the Internet will be connected to international R&D X.400
service initiatives.

_ UW-Madison has already established a direct X.400 link to Norway, Finland,
Canada, UK, France, Switzerland and Spain. The Norwegian connection has
agreed (at least for now) to act as a relay between XNREN and the other
participants of the COSINE X .400 project in Europe, not directly connected to
XNREN.
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¢ The X.400 service in the Internet will be connected to major ADMD providers in the
U.S., provided that a suitable arrangement can be made.

— There was general consensus that this is a very important goal. However, it
is not yet clear how this goal will be attained due to the fact that the ADMD
providers are commercial organizations who normally account and charge money
for their services.

— On the second day of meetings, Vint Cerf indicated that CNRI is already pursu-
ing this goal. CNRI is willing to provide the physical plant necessary to provide
a connection to an ADMD provider, but human resource limitations may delay
implementation. Rob Hagens indicated that UW-Madison could help.

o Although the 1984 protocols may be used on an experimental basis, the primary
deployment of X.400 should be based upon the 1988 version of X.400.

— It was recommended that this goal should be rewritten in terms of driving toward
general deployment of 1988 X.400 (or perhaps 1992 X.400), but that it is also
necessary to provide backward interworking with 1984 X.400. Conversion from
1984 to 1988 to 1992 and beyond will not occur all at once. The transitions will
probably be gradual, so backward interworking is desirable.

o With respect to management domains, the Internet will be organized as a collection
of Private Management Domains.

Finally, the Technology section of the draft document contained the following statement:

The X.400 service in the Internet will conform to the US GOSIP profiles.

It was recommended that this statement be qualified because, for example, GOSIP Tequires
OSI lower layers, but the Internet X.400 service will be based primarily upon TCP/IP
(RFC1006) initially.

Relationship to other technical groups

Some members of the X.400 Operations Working Group are also members of other technical
groups. It was suggested that this informal cross participation would be used for commu-
nications between the X.400 Operations group and other groups. The groups mentioned
were: IETF-DS, IETF-ODA, RARE-WG1, RzD MHS Managers, NIST Workshops.

Round table presentation of current X.400 service status

Each of the Working Group participants discussed how X.400 is being used (or is planned
to be used) within his/her organization. Most sites are planning to use X.400, but are not
using it actively yet. Notable exceptions are UW-Madison and CDC; these organizations
are actively using X.400 now.
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Overall organization of the X.400 service in the Internet
e Technical requirements

Two types of MTA’s were defined:

— MTA'’s supporting RFC1006, informally called Internet MTA’s
— MTA’s supporting TP0/X.25, informally called PDN MTA’s

It was generally agreed that organizations wishing to participate in the Internet X.400
project should support Internet MTA’s, meaning that participating organizations
should provide an MTA which supports RFC1006.

However, the Working Group does not want to preclude participation by organizations
which are connected only to X.25-based PDN’s. Such an organization will need to
make a bilateral agreement with an organization which supports both RFC1006 and
TP0/X.25, and arrange for that organization to relay mail between the X.25-based
connection and the RFC1006-based Internet connection, or each PRMD should im-
plement mechanisms to insure end-user connectivity on top of both stacks.

We should also be prepared to serve MTA’s connected to the TP4/CLNP infrastruc-
ture.

It was noted that these technical requirements are essentially the inverse of the con-
nection requirements established by COSINE for its members. COSINE requires
all participating organizations to support TP0/X.25 connections to their respective
country’s PDN. RFC1006 is not defined as mandatory by COSINE. This implies that
interconnection of COSINE and the Internet X.400 pro ject will:

— Require a relay in the U.S. to support both X.25 and RFC1006, or

— Require a relay in Europe to support both X.25 and RFC1006. This, in fact, is
the current state of affairs, or

— Combinations of a. and b. above.

It was generally agreed that GOSIP should serve as a reference document for X.400
upper layer technical requirements, where “upper layers” is defined to be the OSI
Session layer and the layers above it.

The term “Internet WEP” was introduced to identify a special MTA acting as a
Well-Known-Entry-Point for an Internet PRMD. UW-Madison will distribute a draft
definition of an Internet WEP to the list for review.

e Internal organization of PRMD’s

It was agreed that naming authority should be hierarchically organized. Specifically,
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the names of organizations should be coordinated with the PRMD’s in which the
organizations are created. Similarly, the names of organizational units should be co-
ordinated with the organizations in which the organizational units are created (but
not necessarily with the PRMD administrators).

UW-Madison will maintain a list of Internet PRMD’s.

UW-Madison will maintain FTP-able documents which describe participating orga-
nizations and information about MTA’s (e.g., MTA connection information). ONLY
operational organizations and MTA’s will be described in these documents.

It was agreed that an important characteristic to describe about an MTA is its abil-
ity to operate over both RFC1006 and TP0/X.25. Publishing this characteristic will
make it easy for prospective participants supporting only TP0 /X.25 to locate existing
participants who might be willing to act as Internet relays.

UW-Madison will distribute a draft definition of an MTA document format to the
list for review.

Specification of RFC822 addresses in the X.400 world

It was agreed that RFC822 addresses should be expressed using X.400 domain defined
attributes. Furthermore, a special PRMD named “Internet” will be defined to facilitate the
specification of RFC822 addresses. For example, an X.400 user will address an RFC822
recipient by constructing an X.400 address such as:

/c=us/admd= /prmd=Internet/ dd.RFC-822=user(a)some.place.edu/

Participating MTA’s will be configured to recognize “/c=us /admd= /prmd=Internet/” as
a special case. The presence of this address will cause a message to be routed to a regional
RFCY87 gateway. In effect, this special PRMD identifies a community of gateways to
RFC822 recipients. This strategy is user friendly in that all users everywhere need only
remember this one gateway address, and it is efficient in that it avoids having to establish

a single, common gateway which would tend to become a bottleneck and single point of
failure.

Specification of X.400 addresses in the RFC822 world

After considerable discussion, it was agreed that RFC822 users should be able to address
X.400 recipients in RFC822/Internet terms. This implies the necessity of maintaining and
distributing address mapping tables to all participating RFC987 gateways, at least in the
short-term. Other mapping strategies were discussed (loudly and enthusiastically), but it
was shown that these alternate strategies would sometimes cause messages (or replies to
messages) to pass through more than one gateway. Since this behavior would probably cause
information to be lost in translation, it was quickly agreed that the alternate strategies were
inferior to the good old table driven approach.
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Nevertheless, it was also pointed out that some X.400 addresses do not map cleanly to
RFC822 addresses, even when the table driven mapping strategy is used. For example,
X.400 personal names which contain generation qualifiers, personal names which contain
initials but no given name, and initials which contain periods cannot be mapped to RFC822
symmetrically such that a reverse mapping is possible. Similarly, X.400 addresses which
contain X.121 address elements (sometimes used for expressing fax telephone numbers),
unique UA identifiers, or physical addressing attributes cannot be mapped nicely. Con-
sequently, it will be necessary for RFC987 gateways to generate RFC987 address syntax
occasionally.

It was recommended that our RFC should contain guidelines for the creation of X.400
personal names. In following these guidelines, users will avoid creating personal names
which can not be mapped nicely between X.400 and RFC822.

1t was generally agreed that long-term reliance upon static mapping tables is unacceptable.
Therefore, it was agreed that the X.400 Operations Working Group should devise a strategy
for using X.500 directory services instead.

Another option could be to use the DNS system for this purpose, if the X.500 infrastructure
appears to be too premature.

Future issues

The following list of issues were agreed to be important for the future service, and the group
should follow these issues closely:

X.400/84 <--> 88 interworking.

Use of DNS for RFC 987 address mapping management

o Use of an X.500 infrastructure for routing, table management and user catalog pur-
poses.

Body types other than text.

Presentation of outline for RFC

Rob Hagens proposed an outline for the RFC to be produced by the Working Group.
Participants made comments and suggested additions.

UW-Madison will write a first draft and distribute it to the list for review.
Future meetings

A tentative meeting has been scheduled for May 30 and 31. This meeting will be held in
Madison, Wisconsin or San Jose, California. The purpose of the meeting will be to resolve
comments against the draft RFC, in case there are comments which can not be resolved via
email.

The next general IETF meeting is scheduled for July 29 - August 2 in Atlanta, Georgia.
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The X.400 Operations Working Group will definitely meet at that time.

Action items

Rob Hagens

Alf Hansen

Kevin Jordan
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3.5 Operational Requirements Area

Director(s):

o Phill Gross: pgross@nri.reston.va.us
Area Summary reported by Phill Gross/CNRI
Network Joint Management

Gene Hastings presented this report on the activities of the Network Joint Management
Working Group. The Working Group followed up on the issue of “unanticipated routing”.
When things take unanticipated paths, operators need to know about it. Gene and Sue
Hares are soliciting anecdotes about pathological cases to get a better understanding of
how to handle such exceptions.

Dale Johnson presented some ideas from his Trouble Ticket Wishlist paper and BOF. A
mailing list is being creating for the ongoing discussion. Of particular interest was a “quick
straw” poll of attendees on how many people have any kind of trouble ticketing system.
Ten people said they had some sort of on-line system, whether this happened to be a big
ascii file, a variety of mail or an actual on-line database. Four of these were ascii only
(which some felt was a virtue because it was printable). Five people had paper-only trouble
systems and other people kept it all in their heads. Follow-up discussion dealt with the
value of having a database-based trouble ticket system, which might be coupled to other
things like configuration and user base. It may be that the internet has gotten very stable,
which means that there aren’t that many routine problems that bubble up to wide area
operators. It also means that what problems do exist are the weird ones which would be
exceptions to any trouble ticket mechanism in first place.

It is very important for operators to have ways either to get or correlate information in a
timely manner. Many operators make heavy use of “Whois” (subject to connection delays
and timely updates of individual entries).

Other issues discussed in NJM were:

o How to deal with international operations. Encouraging amount of activity between
FEPG and other concerned parties. Milo Medin pointed out that if you are supporting
worldwide operations you must have twenty-four hour on-call or twenty-four hour
operations because your midnight may be someone else’s day shift.

o What is the operational impact of low-speed or low-end connections?

~ How are you providing these connections either for small organizations, or for
individuals?

There was interest in having discussions about new products. This is an interesting issue
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and it would presumably be very useful to operators to trade experiences with various
vendor products. However, this would have to be done very carefully to be fair.

Network Status Reports

Network Status reporting continues to be a standard feature of IETF. A listing of all
reports and the slides for the briefings are contained in another section of these Proceedings.
However, three reports deserve special mention.

Elise Gerich (MERIT) and Paul Bosco (IBM) reported on the deployment of the T3 NSFnet.
(Slides included in these Proceedings) This is something that will be of increasing interest
to the entire IETF, and Paul has tentatively volunteered to make a presentation to the
plenary by Atlanta (July 1991) or perhaps Sante Fe (Nov 1991). We were very pleased
to have Michael Stanton, Associate Professor at PUC-Rio Departamento De Informatica,
and Technical Advisor to the Brazilian Research Network, give a very detailed overview of
national networking activities in Brazil. (Slides included in these Proceedings) Bernhard
Stockman gave a nice report on NORDUnet and European activities.

These last two talks again demonstrate the broadening out of interest and activities in the
IETF to a more international scope.

Operational Statistics WG

Operational Statistics had great fun. We began with a very simple model. We hoped to
define a common storage format, some common collection tools and some common presenta-
tion tools. Then, we would probably use FTP to move files around. After some discussion,
we decided it was much more interesting to look at a client/server relationship. Under this
model, NOCs could store data in any format they wished locally, but would exchange the
data using a server/client relationship in a common exchange format, It gets interesting
on the presentation end where you could actually build something like an Xgadget that is
wired to the client. Presumably, it could reach out and ask for certain information and
bring up a nice Xdisplay on a local terminal in realtime. We began talking about things
like a common API for the operational statistics client so that vendors and other developers
could create Xtools that would interact directly with these kinds of clients. Of course, it
doesn’t have to be in real-time. You could always use the simple model that we originally
envisioned — that is, query for information and store it locally and present it later.

The Working Group also attempted to define some very generic type of Operational reports.
The group felt there needed to be three types of reports for at least three levels of detail
— overview (e.g., for management), network engineering and planning, and for realtime
troubleshooting. These could roughly be categorized by time granularity. In the first area,
there should be a generic monthly report similar to what we tend to see in the Network
Status presentations at the IETF. These were called the “McDonald’s” reports (e.g. “10,000
packets sold this month”). There is also a need for reporting at roughly daily granularity
that would be useful for engineering and network design. That was one of the other major
motivations of this activity — to give some common basis throughout the internet for network
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design. Yet another motivation is trouble shooting and problem resolution, and so you need
some sort of instantaneous reporting. The third area received less attention at this meeting.

I'think the first two types of “operations reports” were a little clearer to most of the Working
Group attendees. Whether we can actually respond in real-time for resolving problems in
real-time was largely left for further discussion. That may be more a topic for SNMP.

Late breaking news from a after dinner session was that some folks were proposing ways in
which SNMP could be used as the data exchange protocol as opposed to inventing something
entirely new.

User Connectivity and Trouble Ticket BOF

UCP and a BOF on Trouble tickets met this week. Each of these groups has a different slant
on resolving user connectivity problems. To some extent, it’s a difference in scale. UCP is
looking at a larger and broader aspect of the problem, while the TTW BOF was focusing
more on intra-NOC solutions. My understanding is that these two efforts are reasonably
well-coordinated. Both groups have exchanged views, and documents will soon be available
for the RFC information track.
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CURRENT MEETING REPORT

Reported by Dale Johnson/Merit
TTW BOF Minutes

The “NOC Internal Trouble Ticket System Functional Specification Wishlist BOF” met for
two full sessions, and also joined UCP and NJM for Joint discussions. The group is refining
a current internet-draft document describing how NOC internal trouble ticket systems can
be integrated with other NOC tools, and what new functionality they could have to make
NOC internal operations more reliable and efficient.

The document will be revised for submission as an Informational RFC within a few weeks,
to help give direction to several groups currently writing trouble ticket systems.

The group proposed several additions to functionality, and added specific examples and
presentation suggestions for the draft. There was quite a bit of discussion about how this
proposal could integrate with the current UCP Working Group proposal for an external,
inter-NOC national trouble ticket tracking system.

The BOF will have fulfilled its initial purpose within a few weeks when final discussions
take place on the mail list and the document is submitted for publication. Trouble ticket
ideas will probably continue to be discussed within the UCP and NJM Working Groups,
and an informal search has begun to find or develop trouble ticket systems suitable for use
in the regionals and campuses. Any such systems found will be proposed to the “Son of
NOC Tools” Working Group.
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3.5.1 Benchmarking Methodology (bmwg)

Charter

Chair(s):

Scott Bradner, sob@harvard.edu

Mailing Lists:

General Discussion: bmwg@harvisr.harvard.edu
To Subscribe: bmwg-request@harvisr.harvard.edu

Description of Working Group:

The major goal of the Benchmark Methodology Working Group is to make
a series of recommendations concerning the measurement of the performance
characteristics of different classes of network equipment and software services.

Each recommendation will describe the class of equipment or service, discuss
the performance characteristics that are pertinent to that class, specify a suite
of performance benchmarks that test the described characteristics, as well as
specify the requirements for common reporting of benchmark results.

Classes of network equipment can be broken down into two broad categories.
The first deals with stand-alone network devices such as routers, bridges, re-
peaters, and LAN wiring concentrators. The second category includes host
dependent equipment and services, such as network interfaces or TCP/IP im-
plementations.

Once benchmarking methodologies for stand-alone devices have matured suf-
ficiently, the group plans to focus on methodologies for testing system-wide
performance, including issues such as the responsiveness of routing algorithms
to topology changes.

Goals and Milestones:

Done

Done

TBD
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Issue a document that provides a common set of definitions for performance

criteria, such as latency and throughput.

The document will also define various classes of stand-alone network devices
such as repeaters, bridges, routers, and LAN wiring concentrators as well as
detail the relative importance of various performance criteria within each class.

Once the community has had time to comment on the definitions of devices and
performance criteria, a second document will be issued. This document will
make specific recommendations regarding the suite of benchmark performance
tests for each of the defined classes of network devices.
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3.5.2 Network Joint Management (njm)
Charter

Chair(s):
Gene Hastings, hastings@psc.edu

Mailing Lists:
Gereral Discussion: njm@merit.edu
To Subscribe: njm-request@merit.edu

Description of Working Group:

There is a need for many different kinds of efforts to deal with operational and
front line engineering issues, including helping the disparate organizations work
with each other. This is an attempt to solidify some of those topics. This does
not make any pretense of being exhaustive.

Area of interest: Operational issues and developments of the internet.

Membership: Operations and engineering personnel from national backbone
and mid-level networks. Other groups with responsibility for production ori-
ented services such as security oriented groups.

Associated Technical groups: Groups which will have an interest in, and input
to the Agenda of this group will include the IAB and its task forces, and
groups within FARnet. In particular FARnet has now several technical issues of
concern, such as the selection of standard inter-network services for debugging
(like maps and standard SNMP communities), and the specification of standard
network statistics to be taken (of special concern is the ubiquitous ability to
collect those statistics).

Meeting Times: Members of the group will represent organizations with pro-
duction responsiblities. Most work will be carried on via email or teleconferenc-
ing. The group will meet at the next IETF and determine the other schedules.
Sub-groups may meet between IETF meetings.

Goals and Milestones:

none specified

259
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CURRENT MEETING REPORT

Reported by Robert J. Reschly, Jr./BRL
NJIM Minutes
Agenda

O1d Business

o Unexpected routing.

— Reports
— Operational Impact
— Action

+ Is there anything which should be done?
* Is there anything which can be done?

e Other old issues - Communities?
New business

¢ Dale Johnson on trouble tickets.
Roundtable on current and expected issues

¢ Effects of development of Internet

— Scaling

— Speed

— “Low budget” connections, users?

— International network coordination and mgt., etc.

After a brief review of the function of the NJM, there was another call for “unexpected
routing” anecdotes. The University of Delaware to DuPont Delaware via Ithaca, NY and
Reston, VA, and WestNET’s 16 hops across town routes were cited as examples. Also cited
was the TWB routing problem due to that router being connected directly to the campus.

Others mentioned examples which were found to be a result of MILNET problems, and one
situation involving Argonne. All were understood and have been or are being corrected.

The subject of diagnosing routing problems came up. Traceroute, especially third-party
traceroute where available, still seems to be the most heavily used tool.

Tony Hain of ESNET informed those present of the community name for ESNET’s routers.
This is strictly for use by other midlevel network operators in the performance of their tasks.
Others with a requirement to access these routers should contact Tony. NSI is considering
making it’s community name available as well.



3.5. OPERATIONAL REQUIREMENTS AREA 261

Dale Johnson briefly outlined this week’s discussions concerning NOC trouble ticket systems.
He has a draft (draft-ietf-ucp-tt-00.txt), inspired by the UCP Working Group document
(dra.ft-ietf—ucp-connectivity-OO.txt). He feels that their focus on accountability to end user
problem reports and single NOC operations is not totally suitable for his purposes. Dale
is more concerned with inter-NOC network oriented operations. Worth noting is that the
TT discussions revealed a desire to make this more universally useful - i.e., by central site
staff as well as NOC staff. Dale will be publishing an updated document in a few weeks.
When questioned about whether any systems were going to be proposed, he responded
affirmatively. As a point of information, Gene Hastings stated he felt the real goal of the
the UCP paper was the establishment of an inter-NOC transaction processing system for
handling the passing of problem reports between NOCs.

MERIT currently runs an IBM mainframe product, but is moving towards a UNIX based
TT system they may develop locally. IBM Yorktown is working on xgmon; Tim Salo at
MSC is funded to work on a UNIX implementation; and Sun Microsystems is working on
one as well. Word on developments will be sent to the Trouble Ticket Requirements mailing
list <noc-tt-req@merit.edu> (-request for administrivia) as it becomes available.

There was quite a bit of talk about the pros and cons of basing a TT system on top of
a DBMS. It is very easy to expend man-years of effort in the design and integration of a
DB based system - time many organizations simply do not have. A suggestion that we
encourage some company to produce and support a TT system was generally well received.
It was also observed that in many cases, the integration of a TT system was going to involve
some DB customization/interface work in any event.

A poll was taken about current TT operations. 10 sites have some sort of online T'T system
(4 were ASCII —[’sensibly’ printable]); 5 were paper systems; and three people reported
having no formal TT system in use. Someone noted there were two publicly available
systems (are these in NOCTOOLS?).

Conversation then moved on to the desirabilty of having links to other portions of any
existing DB — examples involved things like specification of a router filling in configuration
information, and mentioning a pair of routers completing link and telco contact information.
Again it was noted that this was a bigger win when the “external” components already ex-
isted. It was observed that there must be products available which solve similar problems in
areas like inventory control, but that they were not necessarily TT oriented. Unfortunately
nobody could cite specific systems.

There was a call to formalize an operations track within the IETF. Having this track
would reduce internal schedule conflicts, and should attempt to minimize conflicts with
User Services as the two have significant overlap.

The group then dove into an extended discussion of the undesirability of referring all prob-
lems up toward MERIT. Members very much wanted the ability to contact relevant parties
in other regionals directly, but expressed frustration at lack of contact information. Many
rely on one or more of the Internet Managers Phonebook, WHOIS, or stabs into the DNS,
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but these often are only approximate reflections of reality. One proposal was the addition
of text /info records incorporating contact phone numbers.

Doug Gale <dgale@nsf.gov> is working on an NSF RFP for global user services.. [some-
thing about a help server at MERIT - call (800)66-MERIT and ask about the help server].

There was a suggestion to add DNS records for networks as well as hosts (e.g., lookup on
198.63.0.0 — forward and inverse), along with a warning that any records should match
networks.txt.

Milo Medin had some comments concerning the new DDN NIC contract. The new contract
does not provide for network number assignment or DNS registration among other things.
[Later, Steve Wolff told us that DCA and NSF are working together to ensure the conti-
nuity of essential services.] More information will be sent to the mailing list as it becomes
available.

Kannan Varadhan then touched on his ongoing Telebit NetBlazer testing. He has developed
a list of things he wants to discuss with Telebit, and solicits questions from others. The
NJM mailing list <njm@merit.edu> (-request for administrivia) will host the dialog with
Kannan as his testing continues (i.e., post your questions and answers to this list).

The basic NetBlazer is a 386 box running KA9Q, with 2 modem ports for a total cost of
~$3,000.00. Additional ports are added in 8 port increments. It offers packet driven
dialup, and three authentication methods: username/password; callback; and, between
boxes, a crypto handshake. NetBlazer does not do TACACS.

The TACACS comment prompted a number of requests for some sort of authentication
servers which may (at least optionally) be Internet-wide in scope. Dale Johnson mentioned
in passing that MERIT had just deployed one for MICHNET.

Milo then talked briefly about NSI’s plan for having a single 800 number for his folks on
travel. When called, this number would route to a hunt group of lines local to that area.
He also mentioned that it was still possible to assign fixed IP addresses with this and still
have routing work (under OSPF if it was a single area — OSPF used best match.).

After the discussion was wrenched back to the Agenda, it was asserted that overall Euro-
pean routing is a disaster, even if internal (i.e., ESNET or NSI European routing appeared
to be sensible). Dave O’leary noted that in many cases routing was set based on technical
considerations even when they conflicted with policy considerations. SURA continues to
take heat on this issue. It was felt that the FEPG/FRICC work would help. The FEPG
has developed guidelines which formalize connectivity in accordance with CCIRN recom-
mendations.

At this point Milo insisted that NOCs contemplating international operation absolutely
positively must have 24 x 7 NOC operations.

We were told that SPRINT and Cornell (the NSF International connection managers) want
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to schedule a global BGP, coordination and cutover meeting. The current best guess has
this meeting taking place at the July IETF in Atlanta.

Someone wondered if the decisions were unilateral or bilateral. The IEPG is a technically
oriented group doing sensible things, but it is not clear the IEPG is in a position to signifi-
cantly affect the decision process. Their next meeting is in Paris in early May. It was also
noted that many of the problems appeared to be intra-European.

We then moved on to a very brief consideration of what connecting hordes of high schools
would entail. A quick survey showed three regionals are planning to connect 10 or more
high schools in the coming year, and in at least one case, these connections will connect
whole districts.

The humor quotient chose that time to take a significant nosedive so we adjourned.
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3.5.3 Operational Statistics (opstat)
Charter

Chair(s):
Bernhard Stockman, bygg@sunet.se
Phillip Gross, pgross@nri.reston.va.us

Mailing Lists:
General Discussion:
To Subscribe:

Description of Working Group:

Today there exist a variety of network management tools for the collection
and presentation of network statistical data. Different kinds of measurements
and presentation techniques makes it hard to compare data between networks.
There exists a need to compare these statistical data on a uniform basis to fa-
cilitate cooperative management, ease problem isolation and network planning.

The Working Group will try to define a model for network statistics, a minimal
set of common metrics, tools for gathering statistical data, a common statistical
database storage format and common presentation formats. Collecting tools
will store data in a given format later to be retrieved by presentation tools
displaying the data in a predefined way.

Goals and Milestones:

Dec 1990 Agreement on a model.

Dec 1990  Survey for most useful and popular metrics.

Dec 1990  Survey for most useful and popular presentation formats.

Dec 1990  Identify similar efforts being performed by other groups.

Dec 1990  Define a common minimal set of metrics.

Mar 1991 Propose a MIB for metrics not already there.

Mar 1991 Define a common storage format to facilitate data sharing.
Mar 1991 Define common presentation formats to make data comparable.

Mar 1991  Develop outline, and make writing assignments for paper (Opstatl) document-
ing March 91 milestones.

May 1991 Complete paper Opstatl.

May 1991 Possible mid-term meeting to review Opstatl.
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May 1991
Jul 1991

Jul 1991

Jul 1991
Jul 1991

Sep 1991
Sep 1991
Sep 1991
Dec 1991
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Submit Opstatl as Internet Draft.

Approve paper Opstatl for submission as RFC; decide standards-track or In-
formational?

Define a new collection of tools based on defined metrics, defined storage formats
and defined presentation formats.

Propose old tools to be retrofitted.

Develop outline and make writing assignments for paper (Opstat2) on new tools
and retrofitted tools

Complete paper Opstat2
Possible mid-term meeting to review Opstat2
Submit Opstat2 as Internet-Draft

Approve paper Opstat2 for submission as RFC; decide standards-track or In-
formational?
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CURRENT MEETING REPORT

Reported by Dan Friedman/BBN
OPSTAT Minutes

The Operational Statistics Working Group (opstat) met for three sessions. The following
report summarizes the proceedings. It is organized along the lines of “Accomplishments”,
“Issues” and “Process” rather than as a sequential narrative. At the request of the Chairs,
the Minutes contain proposals to resolve some of the open issues: basically, a (concrete) cut
at what we should do next.

1 Summary of Accomplishments

Our main accomplishments were to agree upon ob Jectives for the work and to take some
steps towards realizing those objectives. The objectives are
* To define an architecture for providing Internet access to operational statistics for
any Regional or the NSFnet.

¢ To classify the types of information that should be available.

¢ To develop (or foster the development of) public domain software providing this
information. The aim here is to specify a baseline capability that all the Regionals
can support with minimal development effort and minimal ongoing effort. (It is hoped
that if they can do it with minimal effort, they in fact will.)
Our progress in each of these areas is described next.

1.1. Architecture

We selected a client/server architecture for providing Internet access to operational statis-
tics, as shown in the figure.

This architecture envisions that each NOC will have a server who provides locally collected
information in a variety of forms (along the “raw <--> processed” continuum) for clients.
High level proposals for the client/server interaction and functionality for the “first release”
of the software are discussed later in the minutes.

1.2. Classification of Opstats Information

We identified three classes of reports based upon prospective audiences. They are:

1. Monthly Reports (a.k.a. “Political Reports”) aimed at Management.
2. Weekly Reports aimed at Engineering (i.e., planning).
3. Daily Reports aimed at Operations.
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1.3. Development Plan

We decided that it was most important and easiest to address the management reports first,
and therefore, we spent the most time focusing on them. We arrived at several key areas:

o Offered Load (i.e., traffic at external interfaces).
Offered Load segmented by “Customer”.
Offered Load segmented protocol/application.
Resource Utilization (Link/Router).
Availability.

The first report came to be known as the “McDonald’s Report” (N Billion Bytes/Packets
Served).

2. Technical Issues
2.1. Client/Server Interaction

The following was proposed for Client/Server Commands. (The initial proposal was put
forth by Dan Long of NEARnet.)

Commands:
e Login (with authentication).

e Help - Returns a description of the available data (names, a pointer to a map, gate-
ways, interfaces, and variables) .

e Format — Defines retrieval format.

o Select/Retrieve — Pose a query to server. (This generates a response containing the
data.)
¢ Exit.
Proposed Query Language:

”SQL-like”: SELECT <router interface> AND <variable> FROM <startdate>
TO <enddate> AT <granularity> WITH <conditions-met>

The authentication issue was considered important as some of the traffic information, i.e.,
who’s talking how much to whom, will be sensitive. We also felt that the “name/map” issue
is important for the following reasons: It will be impossible to agree on a naming structure
that is universally meaningful. Even if we could agree on such a convention, it will always
be most convenient for the local network operators to maintain information using names
that are meaningful to them. Therefore, the server should be permitted to deliver results
using the internal names but must able to provide file(s) that enable a person to figure out
what the names mean.

Notetaker’s Proposal:
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Maintain the following information in one or more files. Pointers to information are obtained
by the Help command.

Router names:

Gives the name of the router as used in the statistics data. Gives a (human-supplied)
description of the router’s location, e.g., University XYZ, MegaBig International Corporate
Headquarters, or some other information that enables an outsider to determine what role
the router is playing in the network. This information embodies the knowledge contained
in the network operators’ heads.

Net Names:

Provides the (internal) names of the networks attached to the routers’ external interfaces.
(Router names can be internal here since the information in a) provides a mapping). Gives
associated IP addresses.

ASCII file containing backbone point-to-point links (using router names to specify end-
points). If the link also has an internal name that will be use when providing link informa-
tion, give this name. Also gives linespeed. Need to think of a way to specify a connection
to a public data service. All data provided by the server is given using internal names.

2.2. Contents of Monthly Reports

We had three presentations on the Monthly Reports (see attached slides). (The groups were
commended for their pioneering use of the 11PM-2AM time slot.) Members of the groups
were:

¢ Kannan Varadh? (Photocopy blurred here), Eric Carroll, Bill Norton, Vikas Aggar-

wal.

o Sue Hares, Et. Al. (Sorry, that’s all I have on the hardcopy.)

o Charles Carvalho, Ross Veach, David O’Leary.
The following is a synthesis of the presentations and attendant discussions:

2.2.1. The McDonald’s report

The main issues here were: whether to provide packets or bytes or both and whether to
provide input or output or both.

Notetaker’s Opinion:

I'was convinced by the argument that, unless something is radically wrong with the network,
differences between input and output should be “down in the noise”, and the explanations
for the differences will be too obscure for a management report. (If the network is really
throwing away a large amount of traffic, we’ll hear about it well before 2, management report
has to be written.) So I vote for input only in the McDonald’s Report. More on bytes vs.
packets later.

2.2.2. Offered Load by Customer
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There was agreement that this is useful. The main controversy was how customers should
be identified in a publicly available report.

Notetaker’s Proposal:

We present the cumulative distribution or density function of offered load vs. number of
interfaces. That is: Sort the offered load (in decreasing order) by interface. Plot the function
F(n), where F(n) is percentage of total traffic offered to the top n interfaces or the function
f(n) where { is the percentage of traffic offered by the n’th ranked interface. (An example
appears toward the end of the minutes.)

I feel that the cumulative is useful as an overview of how the traffic is distributed among
users since it enable you to quickly pick off what fraction of of the traffic comes from what
number of “users.” (It will be technically and politically difficult to resolve “user” below
the level of “interface.”) This graph will suggest more detailed explorations to people who
have access to customer “names.”

2.2.3. Offered Load by Protocol Type and Application

People seemed to agree that this is valuable and that pie charts are a good way to present
the information (since there is no “natural” ordering for the elements of the X-axis, a.k.a,
“Category Axis” in spreadsheet lingo.) “By protocol” means TCP, UDP etc. “By applica-
tion” means Telnet, FTP, SMTP etc. It was also pointed out that it is potentially useful
to do this both by packets and by bytes since the two profiles could be very different (e.g.,
FTP typically uses large packets, Telnet small packets etc.)

2.2.4. Resource Utilization

Everyone agreed that the objectives of this report should be to provide some indication
of whether the network has congestion and if/where it needs more capacity. There was
considerable debate on exactly how often one would have to poll utilization to determine
whether there is congestion and also on exactly what summary statistics to present: av-
erages, peaks, peak of peaks, peak of averages, averages of peaks, peaks of averages of
peaks..... We seemed to focus more on link utilization than on router utilization, probably
for two reasons. It is more difficult to standardize measures of router utilization, and link
costs dominate router costs. We kept looking for some underlying “physics” of networks to
determine the collection interval. Here’s one opinion.

Notetaker’s Opinion:

It will be impractical to determine congestion solely from link utilization, since one would
have to collect at a very small interval (certainly less than one minute). Therefore, we
should use estimate congestion by looking at dropped packet statistics.

We should use link utilization to capture information on network loading. The polling
interval must be small enough to be significant with respect to variations in human activity
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since this is the activity that drives loading in network variation. On the other hand, there
is no need to make it smaller than an interval over which excessive delay would noticeably
impact productivity. For example, people won’t notice congestion if it only occurs for 10
seconds a day.

30 minutes is a good estimate for the time at which people remain in one activity and over
which prolonged high delay will affect their productivity. To track 30 minute variations, we
need to sample twice as frequently, i.e., every 15 minutes.

2.2.5. Availability

We didn’t have much time to get to this. There was discussion of presenting the information
“By Customer” (e.g., Customers with Top N Total Outage Times) or just reporting on #
outages that last longer than a certain amount of time.

Notetaker’s Proposal:

We should omit Availability reports from the first deployment for several reasons. First,
we didn’t spend enough time to obtain consensus. Second, they can be politically sensitive.
Third, outage data can be very tough to process. Think of trying to determine exactly
how a network partition affects connectivity between different pairs of end users. It’s an
“N-Squared” problem. If we do want to address this, we should start with site, router, and
external interface outages only, since these are O(N) problems.

3. Development Proposal

The following is a proposal for a “development/deployment” plan that tries to reach a
reasonable compromise among functionality, burden on network operations resources, and
“time to market.” The discussion is segmented into three parts:

1. What information is to be available through the server?
2. What are the collection/storage requirements?
3. What presentation tools should we build?

3.1. Information Base

The goal of the Server piece is to provide access to data in a fairly raw form (to be described
next) and should be the first thing we do. Presentation tools that use this as input can
be developed in parallel if people want to but we shouldn’t put them on the critical path.
We will have to provide the collection tools as well (unless every NOC is already collecting
enough data to supply the information outlined below.) The capabilities of the “first release”
are to support the:

e McDonald’s Report.

¢ Offered Load by Interface Report.

e Offered Load by Application Report.
¢ Link Utilization Report.
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e Congestion Report.

The Availability Report is missing because it is hard to do and (based upon the level of
discussion we had) seemed to be of lower priority. In the first release, we provide a server
and client that can deliver the following statistics. For N specified days over a rolling three
month interval:

e Total Input Packets and Input Octets per day per external interface.

o Total Input Packets and Octets across the network per day per application. (Note
that this is NOT per interface.)

e Mean, Standard Deviation, and Peak 15 minute utilization per day per (unidirectional
link)

e Peak discard percentages over fifteen minute intervals per link-direction per day.
The Exchange Format between Server and Client should be ASCII-based because this en-
ables people to quickly look at the data to see if it makes sense and because it enables quick,
custom data reduction via AWK. (I have found both these capabilities to be useful in my
own analyses of network data.) The first Client that we write should simply retrieve the
data in the exchange format and write it to disk. Rationale for this Base:

This information supports the reports described below and then some, so that presentation
tools development will not be limited to these reports. The three month collection interval is
short enough to keep storage requirements under 5 Mbytes but long enough so that one can
examine longer term trends by “dumping” the data a few times a year. (These files should
be highly compressible, easily 2:1, since they’ll contain mainly ASCII numerals, repetitions
of the names of entities, and whitespace, colons etc.) The ASCII-based format will enable
us to develop interoperable tools more quickly. TBD:

o The exact exchange format (no real opinion here other than that it be ASCII-based).

e The command structure. The prosed format seems to be an excellent starting point.
3.2. Collection/Storage Requirements

Input bytes and packets per external interface must be collected frequently enough to pre-
vent counter overflow. As they are collected, they can be added to running totals for the
day. At the end of the day, the daily totals for each external interface are stored.

Input bytes and packets per application over all interfaces frequently enough to prevent
overflow. At the end of the day these can be aggregated into daily totals. (I guess you have
collect these per external interface but they can be aggregated into a network-wide total as
the day goes on.)

Per link interface per 15 minutes: bytes sent, packets sent, packets received. (To get the
drop rate, you have to correlate sent and received at the two ends of the link.) At the end
of the day, store away the average utilization, the standard deviation, the peak utilization,
and the peak drop percentage. Assuming 10 octets per item for storage, I estimate that
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the necessary 3 month history can be maintained with <5 Mbytes for a network with 100
routers, 500 external interfaces, and 200 links.

3.3. Reports/Presentation Tools

My hunch is that standardization of presentation tools will come about based on who does
the work first. (It’s hard to argue with decent code that’s in place: to wit, the entire

TCP/IP phenomenon.) Here are some suggestions (and the reasoning) for what we should
do first.

3.3.1. McDonald’s Report

For an N day period, graph Total Input Bytes per day. Put the average packet length as a
“note” on the graph.

Reason:

Bytes is a better measure of the “useful” load carried by the network, i.e., the information
sent around by the applications; packets are really an artifice of the way we do things. As a
network manager, I would be interested in the end-user volume of information. By putting
the average packet length, one can convert to packet volumes if need by.

For the same reason, I suggest that the next two reports be done in bytes as well. Note that
the suggested initial information base will support comparable presentations by packets as
well.

3.3.2. Offered Load by Customer Report

Based on total input bytes for an N day period: Graph the distribution (or density function)
of total input bytes vs. external interfaces as shown below. The external interfaces should
be put in decreasing order of offered load (in bytes).

3.3.3. Offered Load by Application Report

Based upon total input bytes for the N day period, present a pie chart of the distribution
by application.

3.3.4. Link Utilization

The objective here is to provide some information on the utilization of the total set of links
and on the “worst” link. The input “data” we have to work with comprises two matrices:

A(i,j) = average utilization of link i on day j

P(i,j) = peak (15 minute) utilization of link i on day j.

Define TAVG(A(i)) = time average of A(i,j) (i.e., sum-over-j(A(i,j))/# days).
Define TAVG(P(i)) = time average of P(i,j) (i.e., sum-over-j(P(i,j))/# days).

I suggest that we order links by the TAVG(P(i)) measure, i.e., the “worst” link is the one
that has the highest average peak utilization over the period. Graph the following;:
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A histogram of the collection of A(i,j) values, using 10X-axis, i.e. plot the
function F(n) where F(n) = percentage of A(i,j) entries in the (n-1)*10% --
n*10% range.

A comparable histogram of the P(i,j)-

Histograms are useful for summarizing the data over all links over the entire period and can
suggest further explorations. For the “worst link” (as defined above), plot as a function of
day, its average utilization for the day and its peak utilization for the day. (Note that the
data that we collect supports exploration of these time series for any link.)

Note that the proposed initial information base will support such analyses for any subset
of the links.

3.3.5. Congestion

The available data as specified in section is:
¢ D(i,j) = peak drop rate (during any fifteen minute interval) for link i on day j.
e Plot a histogram of D(i,j). For the “worst” link (as defined above), say link I,
¢ Plot D(I,j) as a function of j.

4. Presentations

In addition to the groups on the monthly reports, we had presentations from Bill Norton
of Merit and Chris Meyers of Wash. U. (see slides). Chris proposed an exchange format.
I'm guessing that the document is available on-line if you wish to review it. Bill discussed
Merit’s OpStats activities for NSFnet. He focused on their presentation tools as well as the
way that they internally organize the data (a tree structure of Unix files). One important
point made during this discussion is that relational databases are not good for storing
OpStats. (Performance is the issue.) This is unfortunate since many commercial DBMSs
are relational in nature, and therefore, we cannot leverage their (usually substantial) report
facilities. The idea of a “client/server” model grew out of Bill’s presentation.

5. Notable and Quotable

We had some discussion of how Network Managers use Management Reports and, therefore,
what the reports need to present. One significant observation was that “Political Graphs
don’t have to make sense”. During Sue Hare’s presentation of her group’s work on the
monthly reports, the KISS acronym was re-interpreted as Keep It Simple Sue.
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roxsTERNEr - WERE | TO TELL SOMEONE WHO HAS NOT YET SEEN THE BOOK THAT
IT CONTAINS FEW WDRDS. THAT IT IS FILLED WITH TABLES OF
WONTHLY REPORT
STATISTICS & COLUMNS OF NUMBERS. HE WOULD LOOK UPON THE
Sy 1991 UNDERTAKING AS A FLOP, EVEN AS INSANITY. BECAUSE WHAT CAN
BE DONE WITH HUNDREDS OF PAGES OF STATISTICS.
« KANNAN VARADHAN
STANISLAW LEM
ERIC CARROL “ONE HUMAN MINUTE"
8L NORTON
VIKAS AGGARWAL
YOASTER LOAD FOR THE MONTH OF UL
h
PKTS ]
oer /‘vJ\/\_/\ \/_/J\..\_A
o [
OUESTIONS: — —— i 5
t 2 3 « 32
1. NET VOLUME oy =

#  BiccesT custouens TOTAL: - XXX PKTS 1 JONTN

3. USAGE BY SERVICE
OFFERED LOAD TREND (ANNUAL)
4 UTRIZATION

S CUSTOMER AvVALABLITY

PXTS

PACKETS

cusry
cusT2
ousrs

TOASTEANET JuLY 1t
OFFERED LOAD / CUSTONER

<X

° ; ; + +—
l:atly:c'nunuuuuuunn:laauaavaan
November

—

ousT 4
ousTs
CUST 13
CUST 14
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TOASTCA NETUSACEBY SERVICE
=1 bylln 1990 ; -JULY 1998
-
—~———
-
Oy
—ses T
—a
Sy J
Serare
oeee Sommmm—
o ]
oo Juma—
onBee
ol
woose anmm——S PACKETS
v
“: 8Y PROTOCOL
o J———
———
wasstww T
pangt 3 FILE
L
w TRANSFER
w
o B
- B
Coeds o TELNET
e . . . . : . TELNET -
[ 3 e BN BN amn oo o £23
ovTES
T
v seAvKE PACKETS
NORMAL CURVE
TOASTER NET LINE UTIUZATION FOR TOP 10 LINKS: -
©  SAMPLES EVERY DAY FOR A MONTH AS DATA e EXP (Uz <(x /“) )
. Wt
®  PEAX, MEAN, STANDARD DEVIA 2T <
2
ol 1 4/\“ .
occur occur AVERAGE
——— : >
%+ AGE UTILIZATION 100
f
i
1 ’ l |
% f.MO MOOE /.4 /u.:o 100%
UTRIZATION
___———H —t
100 100
CUSTOMER UNAVALABUTY
i
z
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278




. WENARES

NONET VO
NETWORX COLECTON
OaRYPACKETS s OYTES
L2-74
~ EXTERNA NTERACES
- CAVEAT .2 TeAZACES!

1 BCCEST CuSTOMER
* JONTABOVE WFORMATON 8V TITE

3 wurgm
SALY ¢ §YTES 1 PACKETS
=87 TCP/UOP AOST 30 Y N SELECTOR

i
CLIENT GENERATES GRAPHS AND
REPORTS .«

SERVER - GIVES THE DATA

SUE HARES

Question: What is the total network volume?
S‘ba(motmhmumh.oausom)mmuoom1-mmm-yy.

ending at 00:00 1-nnn-zz, int rtace (kst of intertaces). This returns an
aray (tems by interval); sum vaiues for each interval, giving totat <tem> per day across the
network.

Question: Where is It golng?

Sdn(mwmumumhmmmmuoom1mw
! 30days, i (list of interfaces). This retumns a
single value per intartace; sort values and take top N (or bottom N).

Question: What is the volume by protocol? £rafhc Pm(’l( //.;ﬂ;.m{ load

ancing at 00:00 1-nnn-zz, &

OIV’”TMIFKO(“YV&‘GJ ET AL
- 8Y WTIN ACE L.
) UTRZATON
~PACKETS /0YTES ~oour 7 CAU UTRIZATION
~ AAK 4 AVEAAGE ? CONGESTION
- MR WTIASACE
= POLL T 3 MwaJTE re
= CLENT CALCRATES UTAUZATION
L CUITOMER AVAZASLTY
- QA wusTIG s amv
om
CURATION, Tadt. CaTL. TYRe
. Clhacles Cavalko G D
clear s Veach
. .
oo O Lw-‘ SulG set

Select ( by pr ) starting at 00:00 1-mmm-yy, ending at 00:00
1-nnn-2z, interval 30days, i intertaces). This retumns an amay
(protocols by intertace); sum values for each intertace, giving total <item> per prolocol across
the network.
Question: What Is the (minimum, aversge, maximum) link utilization?
The average is avai 1 and 2: divide octets per day by link bandwidth.
The on g interval. so sampling interval is pant of
the question: p-kk.., ta +ouT Cln, Fam v al«r epm) @ Ieer "“‘ Lail duplae
CLLe £
Select (mini ) inute J ol(oaetsin.oaetso\n) starting at 00:00
1-mmm-yy, ending at 00:00 1-nnn-2z, i | 1day, intertace (sp intertace or list of
inmertaces). This retums an array (daily minima or maxima by intertace). For single link, show
daily for whole data for single link into one column. Interesting
values: i age values for month; G of daily age?, g
of daly maxima?

Question: What Is the network avallabllity?

This requires turther study. Avﬂabﬁtyaspemwod byaaaomer-nwmmasured
dinaly cmmmwhsmm

availability and customer activity (i.e., # customer shuts down a router, and stops advertising
2 network, msshoddrmaﬂoa‘nom«avadabilny’

9 y of individual routers or links is
in routing |abie s aflected both by network
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Network Dats Collection
Marit Network inc.

B Norton
Merit Computer Network

Marit Network Statistics Data Collection

(Rernal ota.)

e have cellecters far cech type of dats
Te have 0TS of Data
REVEEY: SBE - 13 Sodes X 7 vers x 5§ timss/dxy
S736¢ SN0 samples par day
Naxit: SWEZ - 38 Fedss x 2 vars x 14 tiams/day
wau.hl/ﬁq'

Tiet: SO - 14 Nedes X 7 vars x 36 tinss/day
408 oamplas/

Michliet: SO - § nodas x 7 vars x 56 times/day
3376 samples/day
WBYEES: * 33 Wedes = 1 96 timee,
Salaynatriz b = zl /day
WEFRET: WItet - $OW/dey
Iy 1
POINT: LOTS OF DATAINY

3111 Berten
whafuerit ade
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Sow i3 tde dats stozed?

[ Bow do we store tha data? l

Tilelystam ~ Eeve o3 mach Teal-tise dats ca-lime as pessibdble

Real-Time Dets Trwe:

/xtdate




I Row do we oters the data?

TilaSystem - Zave 85 3wch real-tisme dats es-line ss possible

Aaal-Time Data Tree:

A —
Betwerks: /uzraxe /aiet /MichXet /mexit

Bore ve vill stere . '
all of MFEXY s doca '

( Goe TUIX permissiens
to allev/eny ecesas
possidly )

Real-Time

DataType:

[ Mﬁwnmmuu?]

Dats Tres: /redace
/ESNET /gt  /MichNet Irarst
t 1
Pimy wap -~ o~
et ey PR conliy ottonat

elaymatrix collector for ¥SFWET
will sters its date here

Mere we will sters the 3190
oollected date.

300 data oellester will have
write permissiens te the
ory. hers. reed.

Ty

Beal-Time Data Tree: /xcdata

Betwerks: pr— /-u;nu Narse
o 4

DataType: wstat np oolay sontiy ote-am

BedeMame: rep~3~1 rep~¢-1 rep-T-1 rep~t-