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1._Introduction

fhe tiple of this week-long session has been listed sometimes as
Advanced Coding Techniques, séﬁetimes as Automatic Coding Techniques. It
seems obvious that any automatic technique is, in a general sense, advanced.
The converse is not true. 'ConseQuently, "advanced" is more general than
"automaticﬁ, and these notes are described as Advanced Coding Techniquess
but they will nonetheless in large part describe automatic coding techniques.
Automatic coding, according to the ACM~glbssary, is "any technique in which
a computer 1sused to help bridge the gab.befween some ‘easiest' form,
1nte11ectually and manually, of describing the steps to be followed in solving
a given problem and some ﬁﬁost efficient" final coding of the same problem
for a given computer. e
The processes which are required in preparing a program for a computer
involve o
1. analyzing problen
2e planning. |
3. coding
4e typing {or keypunching)
5. trying
6. debugging
7. Tunning
_ 8. analyzing results. ' ,
Of these, items 3, 4 and 6 involve essentially routine opsrations, capable
a priorl of mechanization on a computer. Not only may these clerical
operations be made easier to do, but they may be made easier to learn as well.
Furthermore, the running may be made more efficisnt by careful coding, (in
some machinés this is especially so because of the opportunity for minimal
latency coding). Thus reducing the computer time as well as simplifying the
learning and the doing of coding, typing, and debugging. are various aspects
of automatic coding. Simplifying or mechanizing the planning is, on the
other hand, an aspect of automatic programming,

_The interest in automatic coding evidenced by the number of applicants
for this session at M.I.T. has groun rapidly in the past year or so. Ostensibly

this enthusiasm is due to the need for simplification of coding to accomodate
the new and the non=professional programmers - tpe amateurs who regard
programming merely as a necessary evil. The professionals of course begefit:
from any reduction of routine effort. The origin of automatic codinglstems
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from work done by the sarly professionals =« the first for vhom the novelty
of computer coding wore off. Tiring of the tedium of everyday coding,
looking in their spare time for new fields to conquer, they solved both
problems at once by undertaking truly herculdan coding projects vhose aim
was the simplification of coding.

The general plan of attack for these sessions 1s 10 spend most of the
first two days in establishing a common language and a common frame of
referencs. The terms we will need we will develop gradually as we go
along = but a few basic terms are needed at the onset. Most important
to us are coding, programming; routins, and their derivatives - terms which
have been tentatively defined in the ACM First Glossary of Programming
Terminology which is included in these notes.

By deseription of existing systems - M.I.T. s hypothetical Summer Session
computer, Remington Rand's A~2 Compiler, and IBM's Speedcode = we hope to
establish a common frame of reference. The lectures and discussions which
occupy the last three days will touch on many other aspects and will permit,
if not the reaching of any conclusions, at least the dissemination and
perhaps the codification of the ideas of many of those most familiar with the
field.
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2° HlBtO‘? of Aubomaﬁic Coding jts aims and difficulties

Logical Development of a Roubine

Coding methods bave already. come a long way simce the first elecircnic
digitel computers were built. The first scphisticatlon was the writing of
addresses in decimallfbrm for binary machines, thus making the written fowm -
of an ingtruction appreciably different from its form inside the machine.
Reseavch went in two directionss bowards systematizing the way a
routine operates within the machine, and towards greater automatic processiﬁg ‘
- of the routine before its execution. D.J. Wheeler (D?o D1) injected into
an early input scheme for the Edsac gome bagic ideas (e.g. relative addressea)
for pre-ezecution processes. Howavers for .scme years the greatest effort
went into'studying the bshaviovr of a routlne during its éiecution.
Slovly it was reslised thal many logical chenges could be made at various
sﬁages in the life history of a routins. One typical lqgical change is the
"unvinding® of a cycley this may be performsd while the machine is exscuting -
the program, or before the program is executed. In the latter case it may be
performed by the ccder, by the typist, or by the machine itself. The choice
must be made on the basis of over all efficiencys in general this méans
mechenizing as much of the work as possible, in one way or another.
| The logical changes may be roughly classified as followss
(1) Replacing huan terms by terms sulitable for a machime.-

(2) Replacing general statements by particular statements. -

(3) Expansion of details .

The first may be subdivided thuse

(1a) Replacing terms which are inbelllgible only %o a human, hy terms which

can be handled by a machins.
(1b) Forming terms that are especially conv@nient for the machine from .
- terms that, although meaningful to the machine, are more convenient

for the human coder.

The only type of change that cennot be mechanized is la. Type 3 involves a
great increase in the amount of information to be stored and handled, bub it
is not usually an involved process. Types 1 and 2 involve considerably more
computing, with 1little change in the amount of information. Hencs, wherever
possible, éhénges:of types 1 and 2 should precede those of type 3. Howsver,
changes are often of mixed types, and also-éome changes must necessarily
follow certain others, so that the general pattern 1s not simple.
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Kinds of Techmiques Available

The following are typical of the ways in which logical changes can
be mede by a machineo % N .

Mnemonic coding: it is convenient fbé.humans_to use suggestive _
letter pairs or triples to denote the operatvion sections of instructions,
or to identify subroutines. Machines usually ultimately require a digital
representation. This 1s a simple change of type 1lb. Whirlwind I has
aluays performed this change on the operation sections of instructions.

Identification of words: the control wnit of a machine can opsrate
on words only if it is given their absolute addresses. Humans find it
more convenient when coding to use relative or symbolic addresses. The
necessary change is of type 2 and can be performed by the machine, usually
before execution of the routine. -

Representation of numbers: +these may originate as, say, <023, 47e10“5
or 7/45. The conversion %o the stendard machine form can be performsd by
the machine, though the routine required to do this is ofiten lemngthy.

Type 1b.

Interpretive routiness these form an extremely powerful technique
for carrying out all kinds of logical change during the execution of a
routines however, thelr use is inefficient unless accompanied by considerable |
expansion of information (type 3). i ’

_ Library of Subroutines: the incorporation of a library subroutine is
largely a type 3 charige, hence it is best left until a late sﬁage. However,
it can only be made fully automatic if the machine 5as a large storej many
users of small machines have had to include subroqtines'in the Input tapeo
Furthermore there are often several'type 2 changes to be made to the sub-
routine after it has been copied, so that usually at-leést one copy of the
subroutine is'incorpofated'in the'rdutine before ezacutidn. This is also
more econorical-in machine time if the auxiliary store is of slow access.

The Prograsming Research Section of Remington Rand, Inc., led by Dr. Grace
Hopper, has done a great deal of work on the automatic insertion of subroutiness
this is one of the chief functions of the Univac "compiler® routines (F2, F3).

Subroutines

Bagically a subroubtime is just a 1iab of ingtructions to be obeyed by
the machine. However, the library form of the subroutine frequently under-
goes some development before it is executed, so that one must distinguish
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the initial and £inal forms of the subroutime. The first step in thﬁ.s
direction was Wheeler's introduction of relative addresses and preset
paransters (E7, DL)o ILater it was found that memy subroutines required
special changes that could only be made by special bits of coding (‘interludes’)
attached to the library copy (D1). These mterludes appear .’m the initial
but not in the final form of the subroutine.

 Finally, Dr. Grace Hopper's group have developed sub_routines whose
initial forms are ent:lz'ely ninterlude” these are called tgenorators®s.

Language Asgact _ :

. The fact that changes are made to a routine after it is written and
before it is executed means that ‘the code in vwhich it is written differs -
from the instruction code of the machine. Such -cdd‘es are often callsd
'pseudo=codes®.

Our eim 1s to epable the coder to write his programs in a pseudo-»code
vhich is as convenient for hinm to use as possible. ‘For most purposes the
best pseudo=code would be a very free mixture of English and mathematical
syzbols, but there are difficuities in providing such a pseudo-code::

(1) existing transeription machines (e.g. Flexowriters), although capable
of most of the actions of typewriters, do not readily handle all mathematical
formulae. : : ' '

(2) +the meaninga of words often depend on the context i.nii vay which 1is

known intuitively to humsns but cannot be defined, and therefore camnot te
coded for a machine. a : '

(3) even where meaniugs can be defined, the routine required to perforn

the translatmn may be extremely cumberaomeo

@oaition of Pseudo=Code .
- Whatever pseudo-code is used 1t must be accurataly described for the
coder. If it were possible to‘use English with no limitations the descr:!p-
tion would be simple. If we choose to provide no facilities for the coder,
so that he must use the machine code itself, this again can be comparatively
simply described. ' If however, we just provide the best psgudo-cods ue an,
then the description entails a considerable emount of carefully written
exposition. Withoub such a description the uhole Scheme is useless, and it
~obviously pays to spend a great deal of offort in preparinmg it. "
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Even the best description must necessarily demand some study by
the user. e face the dilemma that although we wan% to encourage and
‘to assist the newcomer to coding, we can only do this by making him
study a formidable hendbook of ceding.

These considerations react on the design of pseudo-codes. Unfortunately
a code which is easy to use is not aluays easy to describe, so that soms
conpromises ‘mist be mads.



RESUME OF DISCUSSION = GEUSION 2

D. Combelic asked for a further clarification of the distinction be-
tween the conversion functlon of chungineg general statements into vparticular
statements and the function of detail expansion, ,

'S, Gill gave the setting of purameters as an sxump.e of the former funce
tion and the calling of a subroutine identified by catalogue number as an
example of the second.

. A comment was made to the effect that a flexible coilde would nse necassary
to imolement a complex automatic conversion routine. OSuch a routine might
be difficult to construct for a comnuter which could not comnletely modify
its own orogram (e.g., Mark III).

D, Arden suggested that the classification of conversion functions be
rodified to include speqification of variables instead of particularization

of general statements.
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" JIT ST™ER SESSION COMPUTER
The MIT Summer Session Computer, hereafter referred to as the '
SS Computer, does not exist as an assembly of electronic apparatus;
rather its realization. is achieved by appropriate conversion, assembly,
interpretive routines operating in the Whirlwind I Computer.

In order to allow students.to write. and operate programs within
only a few days after their introduction to the bésic concepts of digital
computers, programming had to be.easy to learn and teach. In addition,
it was necessary to provide means for finding mistakes in programs,
means which were simple to use and.the results of which were easy to
interpret, so that, withinAthe very short time available, students
would write one or more programs and run them successfully on the computer.
The SS Computer, the development. of which required about 12 man-months

of work by expefienced prograrmers, is an attempt to achieve these goals.

Description of the SS Computer

The SS Computer is.a single-address, medium-speed (about 600
operations per second) digital computer with a basic word length of
28 binary digits and a 4-binary-digit tag. Each word is stored in
two consecutive lé-binary-digit Whirlgind I registers. There are three
kinds of words: (1) fixed=-point integefs, (2) floating-point numbers,
and (3)‘instructions. Input to the computer is by means of punched
Flexowriter paper tape; output equipment includes a direct printer, a
"delayed" printer for later printing of information recorded at high
speed on magnetic tape, and an oscilloscope, on which individual points
may be plotted by the. computer and the result observed and/or simultan-
eously automatically photographed. |

Integers and Numbers

Fixed-point integers-are répresented by 28:bits, the first being



the sign, the last 27 bits representing the magnitude of the integer.*
Since 227=134,217,728 is approximately equal to 108, integers may be
thought of as roughly equivalent to 8 decimal digits. |

An integer is written in an SS program with a + sign (may be
omitted) or - sign, followed by llto 8 decimal digits, and is term=
inated by either a tab or carriage-return,

Floating-point numbers are numbers in the form A . 2B, where B
is an integer and A is a fraction withjzf'z‘Ak,l- In the SS Computer
the mantissa A is represented by a sign and 20 bits, the exponent B by
a sign and 6 bits. Since 220=1,048,576 is approximately equal to 106,
numbers in the SS Computer. have 6 decimal digits of precision. The
6 binary digits available for the magnitude of tgg exponents allow non-

zero numbers to range in.magnitude from 2-64to 277 or approximately from
10717 4o 10717

zero mantissa, and a negative exponent of the largest permissible magni-

. Zero has the special representation O x 2-63, i.e., a

tude. A number written with a decimal point is treated as a floating-
point number. Alternatively, or in addition to the decimal point, a
number intended ae a floating-point number may be followed by the letter
x and 10 to some powerj; thus any of the following are treafed as floating-

point numbers:

2

~12.73  +.0063 x 107  +.0 97.6 x 10%

/
Arithmetic Element

The Arithmetic Element consiets of principally an Accumulator (AC),
which deals with either integers or floating-point numbers as the situation
demands. '

When integers are involved, the AC contains a sign and 54 bits, i.e.,

is double-length. Another register, known as the Remainder Register (RR)

* The remaining 4 bits of the 32 available comprise a so-called logical
information tag. This tag contains information about the kind of word,
i.e., integer, number, instruction, or undefined, and also whether the
word has been altered.from its original form during the operation of a
program, '
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may be thought of as a kind of;right-hénd'éxtension’Of'the AC == the
RR holds the remainder after unrounded division of oﬁe integer by an-
other. |

Sums, differences, products, or quotients may oe as large as
232767 Lithout exceeding the capacity of AG, but only numbers less than

26%t:1019 in magnitude may. be copied from AC into storage. Numbers

-19

which-become smaller than 10 are automatlcally set to zero when copied
into storage. B »

To discourage little tricks and to help isolate real mistakes, one
special restriction is that 1ntegers and numbers may not be mixed in the -
AC; e.g., it is not permitted to add an integer to a number. If such
nixed operation‘is attempted the computer stops and prints out infor-
mation likely to be useful to the programmer in diagnosing the mistake.
This automatic print-out'when a programming mistake is made is called a

"computation post-mortem", and more will be said of it later.

Words in the SS Computer ‘

Instructions are represented in the SS Computer by an operation

section, an address section, and an additional "counter letter" to
select one of 7 counters, or no‘counter at. all, * The counters are used
for cycle—countlng and address modlflcatlon (11ke the Manchester B-box), '
as will be explalned.'. S SR L

‘There are 35 operations, 1nclud1ng. arlthmetlc operatlons (most of
which apply equally well to either numbers or integers), operations which
copy words from one place to another, "jump" operations for interrupting
the normally consecutive carrying out of. instructions, operations for
changing the contents of the counters, and operations for controlllng
the in-out equipment. Operatlons are specified by the programmer as a
mﬁemonic combination of three lower case letters, a tabulation of which
is given on the last two pages with the meanings of the three letters,
the definition of each associated instruction, and information about
what may cause a post-mortem when performing each instruction.
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Addresses may be written in absolute or floating form. An ab-
solute address is any positive integer O through 299, (This limit-
~ ation thus restricts SS programs to maximm length of 300 words.) A
floating address is a .single lower case letter (except o or 1) followed
by not more than 3 digits.

Floating addresses are used as part of an instruction by writing,
for example:

cef b3

The word referred to by the instruction ccf b3 must have the

floating address b3 assigned to.it. This is done by using a commaj; thus

b3, 750 | |
will tag the register contining the integer 750 with the floating address
b3 so that all instructions in the program with b3 as their address
sections will refer to this same register. '

For corrections purposes only, words may be assigned to registers
by writing, for example,

b3|-750

Following the floating address by the vertical bar instead of a
corma results in the previous contents of the register b3 being replaced,
in this case, by the integer -=750.% :

A counter letter (a, b, c, d, e, T, or g) may be appended to the
address sectlon of an instructlon, and the contents of 'the sp901fled in-
dex will be added to the address section of. any such instruction before
the instruction is executed without changing the original form of the
instruction in storage. Each of the 7 counters consists of an index and
a criteriop, ia and na’”ib and‘nb, etc., respectively. In an ordinary
cyclic process ib’ for example, is set to O and the criterion is set to

some value n Then, for each step in the cycle, ib is increased by 1

b'
until i, =n, at which time the cycle is complete. The counters are

designed primarily for counting and for modifying addresses, although

* Words to which no floéting address'hgé’béen'aSsigned may also be mod-
ified. For example, if instead of the word in b3, the fifth word after
the one in b3 were to be changed to +625, the word assignment would be

b3+5| +625
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other applications are possible.

Programmed Output

There are three output devices: (1) a scope on which discrete
points may be plotted. A .camera is attached to the scope so that a
display ma& be photographed_if a permanent record. is desired. The
operation pat and frc are used in controlling the scope. (2) A
ndirect" typewriter on which integers and arbitrary characters may be
recorded at the rate of 10 per second. (3) A "delayed" typewriter on
which the same sort of characters may be recorded in Flexowriter-
coded form on magnetic tape at a rate of 125 per second and iéter typed
out at 10 per second while the computer is doing something else. The
instruction tye m will type the Flexo character whose octal equivalent
is equal to the address section m. The instruction tyn m will type
. out the contents of AC as a series of decimal digits, the particular
form of the print and the number of digits to be printed being spec-
ified by the address section m. Details of these very useful instruc-

tioqs are given in the tabulation of the operation code.

Programmed Input

, Once a programihas.been read into thezcémputer more data can be
supplied to it only by uéing the operations ric or rin. Both these
operations control the Mechanical Tape Reader (MIR) into which is in-
serted a punched Flexo tape.  The operation ric is used to read in in-
dividual characters punched in the tape; rin is used to read in an
entire integer or number, the termination of which is indicated by a

tab or carriage return character punched on the tape.

Program Preparation

Programs are prepared for input'td the computer by typing them
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on a Flexowriter tape perforator. The sequence is as follows.

1. The first line of the typed program consists of at least
one lower case letter s followed by an identifying program title
followed by a carrisge return.

2. 25 or more equal signs followed by a -carriage return.

3. The program itself, consisting of integers and/or numbers,
and instructions; each such word must be terminated by one or more
tabs or carriage returns. . ‘

L. Any word assignments (e.g., bBl -750) which are neceésary,
each terminated as in 3, above. '

5. The address at which the program is to start operating fol-
lowed by a vertical bar, followed by the word start in the lower case.
Examples are: .

a7‘start‘ 127|start g6+3‘start

Post~Mortems

When an error has been made by the programmer, and that error
is detected either during input or eperation of the program, the
computer stops and prints out information about that error. Such a
print-out is called a post—mortem; There are two types of post-

mortems in the SS computer.

Conversion Post-Mortem

The punched program tape is read into the computer through the
photoelectric tape reader.. After the.tape has been read in’and the
binary equivalents of the characters stored, the SS conversion program
processes the stored data and eventually produces a sequence of words in
binary form which will be correctly interpreted as a program by the SS
computer interpretive routine.. If, however, certain logical or typo=-
graphical errors have been made which are detectable during the con-
version process, the computer will stoﬁ the con&ersion and print on the
direct typewriter the title of the program tape followed by a description

of the mistake and its location in floating address form.
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The mistakes detected by the conversion program are: o
1. unassigned floating address
2. undefined instruction
3. floating address assigned to two or more registers
4. absolute address too large
5. program longer than. 300 words
6. integer or number too large
7. numerical part of floating address too large
8, ﬁo counter letter specified in rsﬁ, jii, jie, inc, dec, or

cii instruction.

Computation Post-Mortem

If, during the operation of a correctly converted program, a
situation arises which is defined as a programming mistake (see list
page 9 ), the computer automatically records on magnetic tape certain
information and then stops. The recorded information is known as
Computation Post-Mortem, and is subsequently'typed out on the.delayed
typewriter. A typical Computation Post-Mortem might appear as follows:

ss program 27, John Smith, Sept. 23, 1953  IdenhFication i%i3¢_

STOPPED AT dl+6 d1+6|patal?  a17}-981 e
Accwrpp

GI 1034— RR‘ Rewa \“clcr R(‘Q\Slf—{ B v /D 1L1i\n.»- }

h4..j8 d2.:d1+8  (al..d1+8)*)  dl..a8  27..p97+3 qb..q9

DITHheia5=1  h6..hTH,  Therb-2  t8..3y37-1  d2..d1+6  stop ;>»” =
QCOUNTERS al|2,5 bl6,6 c|23,23 dl12,12 e|0,0 £|0,0 g|0,0 F
;3;“?11|19 -601 al7]-981 p902|cefp920d q9|jmpp97+s  ete.

The informatlon given is as follows: |

Line 1: the program title for identification purposes.

Line 2: the computer stppped while performing the patal?7 instruction

Cin dl+6. al7 contained the integer -981. |

Line 3: The AC contained 1034, which is why‘thejcomputer stopped on
the patal7 instruction. (See programming mistake 6A in the
operation code;) The Remainder Register (RR) contained 5 ==
had the RR not been used, no information about it would have

been priﬁted.
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Lines 4 and 5: traces the path the computer followed over the ten
most recent jump instructions--only those jumps which
actually were effective are included. The example given
shows that the computer pefformed each instruction from
b4 to j8 then some kind of a jump instruction in j& took
it to d2. Each instruction.from d2 to d1+8 was carried
out; then the sequence dl to dl+8 was repeated 21 times.

The next time through this sequence it went right on °
through to 28, whence some kind of jﬁmp took it to 27,

etc. Each address is given in terms of the nearest floating
address. ) ‘

Line 6: givés the index and criterion, in that order, for each of
the 7 counters--had no counters been used this item would
not appear.

Line 7, etc.t 1lists the address, in terms of the nearest floating
address, and the contents of every register whose contents
have been altered during the program. If the contents of
several consecutive registers have been changed, an address
is given for the first and for each one to which a floating

address has been assigned.



INSTRUGTION
cef al b

ceiald
~enf al b
cnf, al b
cff al b
xch al b
add al b

sub al

o

mby*'al b
dby a1 b

dar al b
txi al b
jmﬁ al b
jipalbd
jinalbd
Jiz al b
jiralb
jixal b

b

sra al

caf al b
caialbd
rst mb
S jiiald
jic al b
i#d mb

decmbd

cii alb

stﬁ 0

INST?UCTION CODE OF TH® MIT SUMMER SESSION COMPUTER

MEAVIWG
copy contents froh :
copy contents into
copy negative from
copy'magnitude from
dbpy remainder into
exchange
add
subtract
multiply by
divide by

divide holding
remainder

~ transfer excess into . .

Cjump

jump if positive
Jjump if negative
jump if zero '
Jump if remainder
Jump if excess”

set return address**

‘copy address from**

copy address into*f»

reset (counter b)

Jjump if incomplete

-Jump»if-complete: 

iﬁcreésem(cdﬁnfér b)
decreése,(counter b)
ﬁcopy index into

. convert

stop

DEFIWITION

’c(a1+1b)—->A0 -

C(AC)—yaltiy

- C(a.1+ib )—viC

lC(al+i N A

c(m)_,alﬂ.b

C(AC)— al+ib. C(a1+i )-—-)AC
C(AC) +C(al+ib )—AC

c(4ac) -C(a1+ib)-9AC

c(4AC) xc(a1+jib J—34C

divide C(4C) by c_(a1+i]'3)
rounded quotient —54C

divide C(AC) by C(al+i )

quotient—yAC, remalnder-—ﬂﬂk"

divide C(AC) by 2°7
qnotient-—9a1+ib

take next. instr. from al+ib
ditto. if c(Ac)>o

_ditto, 1if C(AC)C O
" ditto, 1if C(AC)=0

ditto, if C(RR}#0
ditto, if|c(aci22??

replace - ‘address’ section of

- C(al*iy) with l+the address : .
:of the: register containingthe..‘

,remainder-iAC ‘

POST-MORTEM*if
L1k

A, A5, U9
114, L15
L1k, 115

Aly,A5,114 19
Al, 112, U3
Al, 112, U3
A1, 112, U3
211, 112, U3

- All, 113

U10

117

18, L17, U9
18, 117, U9
18, 117, U9
117

117
116

most recent Jjmp.or. conditionalfﬁ;,i;i

jump which tookveffec

address section only'(as an
integer) of C(al+ib)-—>AC

C(AC) vecomes the new
addrsss section of C(al+1b)

set 1,0, n=n

increase i by 1, then Jump
to al if ib<nb :

increase ib by 1 then Jump
to al if 1 b nb

incféépe both i and nb by m

décrgase both.ib and’ nb byvm

:LD as an intevger;) a.ll_: o

o ¢(A0)-.,as .an integer—y AC
© . C(AC) as a number—pal+i,

stop the computétibn o

16

A7, L16
U2, U19

47,13,418,U19

418, U19

18, 119

A18, U19

A1, 18, U9

* Theprogramming mistakes which result in a post-mortem are listed on the next. page.
A post-mortem results while performing an instruction if any of th> programming mis=-

" takes .1listed with ‘that instruction are made.

(a1+i.b)> 300 or if (a1+ib)< 0.
** When executing this instruction, a counter letter. 1f any, 13 not considered part

6f the address section of the instruction in register alti .

,A.postfmortem,will always occur also if

39 #'35"9



. ~INSTRUCLION WANING - '~ IDEFINITION = ‘ 20ST~MORTEM#*1f

pat al b plot at plot a point on the scope A6, I8, T14
at x = C(al + ib)and y=C(AC) 115,09
frc O frame(scope)camera move the next film frame into ,

vlace and open the camera
shutter if it was closed

rie 0 read in character read the next char.via the MIR Comp.stops if
into AC as a pos. integer=77 no tape in MTR)
rin O read in numerically read the next compleie integer Al, a2, (also
_ or nurber via the MTR into 4C see ric above)
tyc m typs character record on delayed printer (m), L20
tyc m+100 ' , or on direct printer (m+100),
' : the Flexo.char. specified by m ,
tyn m typ2 numerical record on delayed printer (m), Ab, A5, 18
tyn mt+100 value " or on direct orintsr (m+100), U9, U21

_ C(AZ) as specified by m
3 (See table below)

Tapulation of m values for use with tyn

' _ no. of digits total space . 2ero

‘m initial zeros printed = d = pos. neg. prints as

0 ignored - 1=d4£9 d 4+l 0 _

1-9. printed d=m m m+1 m O's c(ac)216™
11-19 spacad over 1£4d% (m=-10) m=10 m=9 '~ see examples .., C(AC)2 107=10
21-29 ignored d=n-20 . m=ll m-ll 0

Examples C(AC)=1234 C(xC) ==789. C(AC) =,004786 C(AC)=13,57 Direct/delayed

m= 1234 -739 0 T 1k Delayed
m=103 Post-Mortenm -789 000 ' 014 SR Direct
m=5 01234 -00739 ~ 00000 00014 Delayed
n=116 *¥1234 **-789 HEREXQ wxr]ly Direct
£23  *1.23%100 -7.39x10% %% #4110 #1,36x10 Delayed

*represents 2 Space on the printed cooy
P&OG".AM&ITG MIb‘I'AKhS which causs a - POST-XJIORTva’I _

. 54 :_"L13- u(r.C)and C(a.1+ib )are not both integers
A 2-Result is a numver of magnitude = 263 k4= C(al+i ) is undefined

32767 Il5= c(a1+1b)ic an instruction

27 Ll6= C(a.1+ib) is not an instruction

A5« C(Au) ‘is a number of magnitude1>263 L17 - If C(al+i )is not an instructionandthe
A 6= |C(aC)J21024 or [c(al+i ),-"1024 _— jump takes effect,the Post-Mortem will

fter the jump is eracuted
C(AC) is not a ositive nteger < 00 occur a;
f: g Cg.&C; is an 1ns§ruction tntes 3 418 - Resulting magnitude of j'ba 512

- 1= Result is an 1nteger of magnitude”'z

U 3=-iesult is a number of magnitude>2
A l+ C(AC) is an integer of magnitude=>=2

U 9~ C(AC) is undefined : U19 - m=512
T10 - C(AC) is not an integer L20-m> 77 or m corresponds to an
All- C(a1+i ) = | - illegal Flexo character

112 - C(AC) and C(al+1b)are not either
both integers or both numbers

A- Arithmetic ovefflow L Logical mistake U- Unlikely mistake

IEFINITIONS OF SYMBOLS

—_— becomes the new contents of

AC Accumulator : . _ :

C(al) = Contents ofregister al, al represents any floating address, i.e., any
i letter except o or 1, followed by any positive decimal integer < 1000

G(eil+ib) Contents of the register whose address is obtained by adding to al the

U2~l‘-‘- m?I_O or m=20 or m=30 -

value of ib
i, - The index associated with counter b, .where b represents any of the 7 :
' counters a, b, ¢, 4, o,f or g, Excep’a for the 6 instructions rst, jii,
‘ jie, inc, dec, cii, a counter letter need not be specif:.ed at all.
: n.b The criterion a9soc1ated with counter b.
BR Remainder Register, which holds the rema.inder after dhr and is not

_ changed by any other instruection.
MTR Mechanical Tape Reader into which is inserted a punched Flexo tape to be read
in under the control of the computer, )

SRR c o ' 3Jf-;5-10
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Discussion

Session 3
" In reply to questions, Donn Combelic stated that the number of
Whirlwind I instructions required to execute one Summer Session instruc-
tion varies from 30 to 900, and the average time required to execute
ocna Summer Session instruction is about 100 times the time taken by one
Whirlyind instruction. However, it must be borne in mind that a Summer
Session instruction performs much more work than a Whirlwind instruction.
Mr. G. Clotar asked why the input conversion routine could not be
made to accept, for example, ¢fc as baing equivalent to gef, instead of

reporting this as a mistake. Prof. Adams said this was an important
point. It was thought better not to allow freedom where there was nothing

to be gained by it, and it was felt desirable to detect as many as'possible
of the migtakes that might commonly be made. Mr. Charles G. Lineoln, who
had used the Summer Session computer; agreed with this view.

Stanley Gill describad a technique used on the Illiac which makes it
unnecessary to list constants separately and refer to them in the programg
instead, the constants may bz written directly in the instrustions which
use themy thus, instead of writing

cef al - and al, +123
one might write simply .
_ cef +123,

Donn Combelic gave, as an exémple of mnemonic coding, the way in

which input and output editing is requested in the M.I.T. Comprehensive

System. Three letters specify respectively the medium, whether imput ox
output, and the notational formg this msy be followed by a sample numbers

Thus MOA +1.2345 calls for ocutput to the magnetic tdpe in alphanumeric
form, numbers consisting of 5 decimal digits with a decimal point after
the first digit and preceded by a sign. DIB calls for input to the high-
spesed store from the drum in binary form.

‘In answer to a further question, Donn Combelic stated that no official
reans for reverting from Summer Session instructions to Whirlwind instruec-

tions during the run of a problem had been provided. The Summer Session
computer was designed for the one~shol programmer rather than for the cne-
shot program, and was designed. to be easy to learn rathor than efficient

1o use.
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Session 4

JoWo Backus asked whether summer session proérammars nodified
instructions by any other means than the B-box instructions since these
were 5o compirehensive, Stanléy Gill replied that the other operations
designed for instruction modification were used. One probably could
raeatriet instruction modification to B=-box operation, but it seems
that in some situations the lack of flexibility is undesirable.

In reply to a question, Prof. Adams stated that internal operation
wvas binary rather than decimal. Conversion took place during input
and output. This was a sore point since some students attempted to -
count in floating point arithmetic. Because of the inexact binary
representation of such numbers as .01 ets., successive additions did
not, yield integral multiplea, e.g., a student might print the first digit
of 1.999 .. instead of the expected 2.,0000 ... Donn Combelic pointed
out.that this could be avoided by using the auxiliary counters. Whon
asked whether there was a demand for more then 7 B-boxes in the summer
session computer, he replied that no cne has yet required more. Mr,
Walter A. Ramshaw commented that experience at United Aireraft where ‘
3 are available indicates that 30 might be usefuil. Donn Combsliec pointed
out, that in the case of the summey session computer the fact that only
300 memory registers were available undoubtedly limited the demand for

B=boxas.

Seésion 5

In answer to questions from R.E. Porter and J.W. Backus, Donn Combelic
stated that different floating address tags are independenty il and i2
do not necessarily labsl cdnsecutive words. Words not tagged by the .
coder have no tags, but may still be opsrated upon, e.g., by instructions
which depend on counters. Space can ba allocated for vectors by writing
several zerosj only the first need tg tagged. Replying to further remarks
by J.H. Brova and J.D. Porter; he deseribed more convenient bays.@f doing

this in the Comprehensive System.
L. Rosenthal and J.H. Brown asked what methods were available for

finding nistakes not found by the asutomatic checks. Donn Combelic agreed
that mistakes of planning could not be detected by the system. He also
agreed thai dynamic diagnosis routines would be valuable, bul said that
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%hey had been able to manage without them. He did think that dynamic
diagnbsié routines were apt to be overrated. D.L. Shell remarked |
that they were often valuable 1n giving a customer confidence in the
machineﬂs work.

Jow. Backus asked whether, since the mistake detection occupied
1/3 to 1/2 of the interpretation time, it could be switched off when
not required. Donn Combelic replied that it could not, although
experience with the Comprehensive System showed this to be a useful
feature in that case.

Donn Combelic described a Whirlwind post mortem routine for dis=
piaying the entire contents of the high-speed store on the oscilloscops,
and said that it was more useful than it was often thought to be.

J.Ho Brown said that Midac has a post mortem routine which (like the
Summer Session post mortem) indicates only those words that have

been changed during execution. Stanley G111 said that such a post mortem
bhad been in use at the University of Illinols for at least two years,

and described whole-store post mortems as archaic.

Dr. Hopper sald that routines for Univac can be put through an
"analyzer" which detects very many coding errors before execution,
including, for example, certain arithmetic opsrations on instructions
or on unplaced store contents. L. Rosenthal said that a list of all
locations can be printed; showing all references to each locationg this
also helps when modifying a routine. '
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&, The Opsration of = Compubing Center

Introduction. The purposs of this chapler is to indicate hou advaneed

coding tesghniques can affect the operation of a somputing center. Ths
topics to be deseribed have been selscted from observations made on the
cperation of the Digital Computer Laboratory at M.I.T. For the sake of
discussion the operation of this laboratory will be divlided into six
activities.

1. Problem consultation. When a problem is propossd for solution
at the D.C.L, the following steps are usually taken., The over<all problem
is discusssd ‘- and a procedure is selected (or the problem may be rejected),
the problem is then coded, the rasulting routines are debugged and finally
run, and the results ars analyzed and deseribed in suitable reports.

The gselection of s procedure involves not only the determination of

a sultable numerical method; but also the solectiocn of ths computer to bs
used. By the cecding processes being discussed in this course, it is
possible to transform a e¢snter possessing just one computer into a multi.-
machine project. For oxample; at the D.C.L., without altering ths harde
ware, we have increased the number of computers available for the solution
of problems from ons to four. Each of these cosputers has its own ade
vantages and disadvantages. The fastors involved in choosing among them
include: ease of coding (as msasured by the time 3% takes a programmes,
who may be untrained, to code his problem), available storags, computing
speed, computer relisbility (for a simuldted computer, this vill depend
upon the degree of-testing)o euse of error detection and tape correction,
available precisien, and aviiilable subroutine library.

The goding of the problem cap be greetly simplified by ths use of
such techniquss as floating=point representation, symbolie and relative
eddresses, and counting facilities. Yoreover, the ﬁsq of mnemonice instructw
fon codes, compiling routines, subroutine librariss, etc. abbreviatee
the training period of a new programmer. Of sourse, the avallability

of more than one computer (real or simulated) does increase the number
oflconventions that a programmer may have to lsarn. Also the slowing

doun of the machine by ' interpretive routines dcss place a certain respon-
8ibility on the prcgrammsr to make more efficient use of such routines. .
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Debugeing is facilitated by routines that detect and describe coding
errors. It is usually simple to find the source of such crrors since the
run is stopped as soon as the error is detected. ifany crrors can be found
while the problem routine is still being read into the computer. Once an
error has been detected, the use of scrvice routines nermits the printing
out of pertinent information in a palatable form. it should be mentioned
that the printing out of ;.ost-iiortem information does consume machine time.
Consequently a compronise must be reached as to Just how much information
should be printed out each‘fime. Also the inclusion of crror detection
in interpretive routines slows the :sachine desm all the more. This might
be particularly objectionable in production runs so that it might be
desirakle %o make such features optional.

Unfortunately thers will always be a fow cases where the source of
orror is diflienlt to locate, The use of executive routines introduces in
itself a very troubloqonc sourca. Howevor, in practice, errors arzs.ng
from an actual wistcke in an exccutive routine or from a transient male
function arc not as difficult to localize as one might expect., Of course,
debugging the executive routine itsclf dépends on the degree of familiarity
of stafi members with the routine in question.

The running of the problom on the machine will be discussed in the
section below on "performance". It should be mentioned that winy comput.-
ing centers have found it very convenient (and at times even necessary)
to wmake use of rerun routines. 4t the D.C.L. thc nature of the problems
wo have run and the reliability of WWI have made if unnecessary for us
to include rerun routines as a regular fecture. f

Error analysis can sometimes be effected by an -nterprctlve rout_me\\”x
that .carries oubt a parallel coaputnation on the error ostimates. OSuch

‘routines can be used to alter the program if certain bounds are cxceeded.

2. Develanment of utilitv wmrograms, A computing center serves as

a fertile source of suggestions fur new autoztic routines. However there
are many pitfalls awaiting the introduction of any new routines. At the
D.C.L. a revised version of the ccomprehensive system of serviee routines
was recently introduced in the following way. ¥irst the revisions were
described and criticized at group conferences. when the changes were
£inally agreed upon, they wore coded and debugged as scparate problems.

7

-
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s neu copy of tue comprehensive system (called CS II) was then prepared
incom)oratg.ng the changes. CS II uas then tested by the menbers of the
staff who were responsible for the changes., wvhen thoy felt that the
systen was sufficiently debugrod, they supcrviscd its use by a few of
the more experionced student programmers. In the meantime separate
detailed menos were propared describing how CS II would.affect tape
rocn procedures, computer operation, and the prograrmers themsclves.
Finally the neuw system was adopted for every day usc, but special care
was taken so that all cxisting routine's,.could still be handled properly.

3. Glorigal. Since each executive routine that may be used by a
progrommer will have certain conventions of its own, the use of such
routines will complicate the rules for preparing tapes (or punched czrds)
for reading routines into the computer. Houever errors can be minimized
by suitable supervision, dissemination of information, and tape preparat-
lon request forms, Frimarily it is the responsibility of the programmer
to comply with the conventions of the automatic system he is using.
Inconsistencics are often detected by a staff consultant, the tape room
suporvisor, or the ty;ist. Other checks can be incorporated in the road-
in routine. .

It should be notod that in navy ways the typing of rcad-in tapes
can be simplified (and even made elegant) by the use of executive routines.
The use of pseudo=-codes and library subroutines reducc the time of tape
preparation. Correction of the tapes is simplificd if the read-in routine
can be made to ignore certain characters, ’

The processing of results can be facilitated by coding techniques.
A1l computer output, whether it be ty;ped out directly, recorded on magnetic
tape or on film, can be automatically tagged with such pertinent information
as t_he problem nucber, programer's name, date, :.!etco , |

oy, Performance. It is possible to automatize the running of probe
loms on a com;uter so that a chosen sequence of problems can be run with
no mamual intervention béypnd the pushing of a starting button. lany
elements of sﬁch a systen ére already in usc at the D.C.L. By the use
of spsclal symbols on the tape for a Biven problem, the read-in routine
for the siimlated computer: desired will automatically be selected.. In
turn, the read-in routine will provide the appropriate routines for carry-
ing out the desired arithmetic, cycle counting, ete. For each routine
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that is read into the computer, a log is punched out on paper tipe of the
tape munber, kind of tape, the time, and whether meciory was crased. (In
case computer operation is interrupted for any reason this is recorded
dircctly on to the log tape by the operator in attondanee,) If a problem
that makes use of an interprotive routine fails, a;propriate information
will be automatically printed out. {rogramnmecrs who desire particular
post-mortems con request these in advance by having a suitable tape
propared. Thus by splicing together a sequonce of tapos and by making
use of a special routine to scrve as director, we expect to have a “
large portion of our computing periods run automatically.

5. Roportg. The logging tapes produced during a computing period
can be used with sultable routines to compilec records summarizing compe
uter operation over any desired period. For example, thc machine tine
used by each problem and programner, the amount of Hown" time, percentages,
cte. can all be computed and printed out for dircct inclusion in reports.

6. Haintepanes. Special routines have proved very useful in the
tésting of computers. The oxtent to which such routines can be used |
will depend, of course, upon the ingemulty of the programmers and the
nature of the computer. At the D.C.L. tuo sets of routines have come
into use. - The first is used with marginal checking for the routine
testing of the vérious'compvuter sections. The second set is used for
- diagnnstic purposes to locate. actual failures in the auxiliary drum
syste:1 and terminal equipnent. In the future it_ is planned to combine
some of the features of both sets of routines. .
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Tn ansver to H. Brown's Questipn, J. Porter stated the responsibility
for having proper identifying information éhd properly following con=
ventions rested with the programmey at the Whirlwind installation. The
typists are not expacted to find errors, but are encouraged to report -
eny observed to their supervisors. H. Brown mentlioned that at MIDAC,
typists had been very useful in this respect. In answer to G. Clotar’s
question, J. Porter commented that under this system there is little
advantage in having typists with a knowledge of computing. In answer to
E.A. Voorhess® question, it was observed that the Whirlwind installation
does set aside a specified pariod for maintenance and testing.

S. Gill questloned the necessity for dupiication of labor 1n.having
programs checked by typist, programmer and machine. C.W. Adams observed
that as much inexpensive checking as possible seems desirable and that
the- programneris cheek is.often not thorough.

D. Wiliiams asked to what extent mathematical formulation of problems
was checked at Whirlwind and J. Porter replied that staff limitation
made such checking very difficult. J.C.P. Miller mentioned that at Cambridge

- a priority committee had been very successful in screening both programs
and programmers and that in many cases a formulation bad been changed.
- W. Ramshaw inquired as to whether checks or hemd solutions are re-
quired at Vhirlwind and was'assuied that these‘were,ugually required.

The queéticn was raised as to whether M.I.T.'s policy of having
programmefs do their own coding was a matter of preference or due to lack
of persomnelo .J. Porter veplied that lzck of personnel and MITYs policy
of training programmers were the primary factors.

P. Bremer wondered vhat was done at Whirlwind ebout machine malfunctions
during computation. J. Porter and C.W. Adams replied that these were rare
as marginal checking generally anticipated them. However, if a resuld
was not repeatable or could be reasonably atiributed to machine malfunctions,
the engineers are given as much information as possible and generally

correct the difficulily very quickly.
-In answer to a queéstlon about error estimates, it developed that’

some gewnters actuslly used parallel computation to keep track of error
accumulation,



Iy, the courss of further discussion, 1t appearad thadl Wairiviad's
operating hine ecwld be bvoken dowa to approximately &3 - V5% ylelding
rasults 20 = 308 for debugging, 3 = 5% malfunction. Scheduling is done
on a day-te=day basis except for large production ruma.

S. G111 and L. Rosenthal discussod the feguensy with which a
progrenmsy should be allowed on the muchine. The consensus ssemed to
indicnte that two or ithree times a day gave good resulis,

To allow for ths wnpredictabllity of the duration of dsvugpive

runs, a list of standbys or trading machine time were advocated.
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THE A-2 COMPILER v e Q-‘“"ﬂ

The A2 Compiler is an organic executive rovtine which preduces a running

progran for a specific mathematical problem., It is organic in the sense that

it is an out-growth of cormpilers A-O and A-l and essentially centains them

within itself and in time, will itself becoms a part of A-3. 1t is a proto-

type of A-3 as well.

Compiler A-2 draws on a library of subroutines of two basic typess:

A, Static subroutines which need only bs transformed from relative ceding

to specific coding and entered in the ruaning program. These statie

subroutines fall into three classes:

Ao

Stored subroutines, including the elementary arithmetic oper-
ations. These'subroutines are stored during the entire running
of the problem. The running program indicates only the argurents,
results and jumps necessary to use them,

Tape~stored subroutines, These subroutines are entered in the

running progran, and thus are read from the tape as renuvired and

- repeated in the program as needed.

EN

"Own-Coding® tape-stored subroutines. ‘ubroutines peculiar to
the specific problem, elther extremely spocific or of rare in-

cidence and hence not normally included in the subroutine library.

\‘J
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B, Dynamic subroutines are generative routines. These fall into two classess

1o

Computational ~ subroutines in which one or more parameters such
as exponents, decimael points, or units are defined by the input
information0 The library then contains a rcutine which preccesses
a skeletonized relative-coded subroutine contained within it to

produce a static routine.



2; Data-handling - all data-handling subroutines are generative in
nature. Included in the subroutine library are generators which
yield static subroutines when supﬁlied with such information as
itenm size, type of transfer, contraction or expansion specifica-
tions, etcs

The compiler acting on suitable information defining the problem controis
the generapicn and transfofmétion of subroutines 6f all types and their inte-
gration into a running prosram for the specific problem under consideration.

The informaticn defining o problem is submitted to the compiler in a
pseudo~¢ode. Four phases can bs distinguished in the operation of Compiler A-2,

Phase I ~ The compiler expands the information defining the problem into

‘more readily digestible form, "Infermation Aﬁy and sﬁpplies certain added data
such as complete call-numbers and operation numbers. In future compilers,
this "translation phass” will also include the translation frem functional
‘notation or Cnglish words to a computer notation aﬁd it will be inteprated into
the compiling pfocesso

Phase 11 - Information A is processed to "sepment! the problem. Since
ample pfovision is made for wbrkina atorage, and since the arithmetic and
frecuently used subroutines are stored for RU reference, the running program
>wi11 usually extend bevond one storage load. Hence it is necessary to sub-
divide the rumning program into segments. Each ségment is so defined as to
constitute a storage load or less and to contain an intepgral numbsr of sub-
routines. Lo ofder.to achieve this sepmentation, during Phase II, “ocwn coding”
subroutineg are transfefrcd to the generated library tape, as are all sther
generated subroutineé defined for the problem. DMuring this phase, a reférence
record is created in which is entered for each subroutine in serial order of its

sppearance in the rupaing program, its call-number, the number of the segient



in which it appears, the operation number, and the location of its firﬁt iine
vhen its sepgment is in use. The output of Fhase 1I includes the generated
library, the record, and Information B with the added segmenting definitions.

Phage I(IX -~ The record now contains all the data required to define the
jumps ordered by Information B. These may bs indicated by the original defi-
nition of the problem or by the segmenting sentinels. Thus FPhase III creates
the necessary jump instructions. Its ontput is "Information C" which now com-
pletely describes the required program. 4

Ehggg_zz ~ is the main compilation. The subroutines from the main 1ibfary
tape and geperated library tape are read as called for by "Informaticn C", are
transformed from relative to specific coding, and, topether with the.required
Jumps, read; and writs; instructions, are entcred in the running propram. This
ruaning proeran is a complete and specific cheeked prorram for the specifiz

prablema

29 Ogtober 1943

Ravised 19 July 1954



7. A=2 Compiler Systeni

I Purpose..conservation of time

1. Classes of effort contalned in elapsed time per problem
a. Analysis
b. Programming
¢. Coding
d. Debugging
" @+ Running
f. Re~-running

2. "One-shot" and fepetitive problems
3. Minimal latency:coding

II logic of computer as determining factor
1. Input-output '
2. Auxiliary storage
3. Alpha-nureric
4o Checking

IITI Method of attack
1. Proof of feasibility
2. Prototype
36 Production model

4o Tests to be applied to any method
a. FPeagibilitys is it possible, practical
b. Suitability: does it eccomplish the purpose
¢. Acceptability: is it satisfactory time-wise, economicallys
does it fully exploit the computer

IV Development of pseudowcode
1. A-0 code | |
2. A=2 code
3. Translators
4o Basic code
56 Contemplated pseudo~c des
Ly \u\‘ \\““\- k.
V  Subroutines <[ u»gw»l pdd e
Q . L
3, Multiple libraries eomp/ex, Flootm'y clecimnl, fixed el o/

4. Processing

N\



VI Allocation of storage

1.

2.
3.
be

In running tape

a. Program

b. Stored arithmetic
c. Working storage
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7. Resumd of Discussion

Raplying vo . L, Shell, Dr. Hopper said that a.z)plica.tions oi‘ the sorting
generator were chisfly commercial. L. Rosenthal said 1t wag particularly usg-
ful for sorting ion_g; items and had been used with items of 63 digits.

In answer to quéations from J. W. ‘Backus, Dr. Hoowper showed how ‘to code
the evaluation of the scalar product of two vectors. She said that matrix
operat:.ons were coded using a special matrix 11bra.ry. | \

E. A. Voorhees asked whether the compilsr was used because peonla were
,dias_atiaf:.ed with the‘m‘ach:.ne. Dr. Hooper replied that the reason was solely_
. to éimplify and shorten coding. A 3waddress code was used merely vecause 1%

© . fitted a Univac word. She would not advocate building a machine on the lines

of the.fpée‘udo-code. In reply to K. ¥. Powell, she said that the only machine
feature a.s'édciated. with the comniler technique was a moderately largs. étoreu
" auch as magnetic ‘ca'ée or a larga drum.,. She thought the A=2 libr'ary could. be'
storad on most existing drums,

" Replying to W. A. Hamshaw, she said that the space allocation of large
magges of data involved storing it in batches on the tape, and could be
handled by the da.ta. handling generator developed oy the Army Map berv:.ca.
Univac coding facilu.ties were developad. by various installa'uions, particular-—
1y the sixzx government ones, and were circulated frequently to the others,

The Compiler is thus cdnséautly growing, but no changes are made which in-
validate the former arrangements. ' | ' ‘

Answering L. Rosenthul, Ur. Howpsr sa.id that one of the d.if:t’iculties
of commercial apblications wag that of defining the mzanings of v;'a.riop.s sub~
routines. Some (such as income tax and social security deductions) were
defined legally, but others had widely different meanings to d.ifferent _
psople. In answer to T. M. Hurewitsz, she thought that the future emnhe.sis
would be on generative subroutines. '
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8, The I.B.M. 701 Speedcoding Syatsm
by J.W. Backus

reprinted from Journal of A.C.M., vol. 1, no. 1, (January 1954)

The IBM 701 Speedceding System is a set of instructions yhich
causes the 701 to behave like a threo-address floating point calculator,
Let us call this the Speedédding ecaleulator, In addition to operating
in floating point, this Speedcoding calculator has extremely convenient
means for getting iyformation into the machine and for printing results;

it has an cxtensive set of operations to make the job of programming as

83

easy as possible., OSpeedcoding also provides automotic address modificat-

ion, flexible, tracing, convenient use of auxiliary storare, and built-in
checking. The system was developed by IRi's Now York Scientific Compute
ing Service, C :

Since this floating polnt Spesdcoding csleulator is slower than the
701, despite the conveniences that it offers, you might ask:s UWhy go to
a lot of trouble to make an extremely fast calculator like the 701 bee
have like a slower onet There are two principal reasons. The first
is that same computing groups are working against time, and the elapsed
time for solving a problem may often be reduced by minimizing the time
for programaing and cheeking out the problem even though the running
timo is thereby increascd,

The sccond and most important reason for having s Speedecding cal=
culator, in addition to the 701, is a matter of economy, Cften, the
expense of operating a compubting installation is almeost equally divided
between :achine costs and personnel cost, TFurthernore, machine time
spent checking out problems is frequently a very appreciable percentags
of the total machine time. |

It 1s clear, therefore, that'programming and testing cost often
comprise between 50 and 75% of the total cost of operating a computing
installation. 9ince Speedeoding reduces coding and testing time conside
erably, and is fairly fast in operation, it will often be thc more scon-
omical way of solving a problem, |



Speedcoding is an interpretive systcm. I have implied that Spced=-
coding is a threeeaddress 's'ystem. Actually this is not quite the case.
In a floating point system dats and instructions have completely different
forms and are treated differontly. Therefore, it was. thought desirable
to huve separate methods of dealing with each of these two typos of inforna=-
tion, Thus, each Speedcoding 1nstruct10n has two operation codes in it
called OPl and OPZ" OPl has three addresse., A, B, and C, assoc::.ated with
it and is always an ar:.tlmetic or an mnut-output operation. OP has
one address, D, associated with it and 1s always a logical operation.
OPl deals with floating point numbers, OP deals with instructions. This
arran,_,ement was also adopted because it nakes efficient use of the space
avallablo for an instruction and because it oftcn spceds up operation

fby reducing the mumber of 1nstructions uh:.ch must be interprcted.

OPl operations consist of the usual ‘arittnnet-ic operations plus square
root, sine, are tangent, exponential, and logarithm. : There are also
orders for transferring arbitrary blocks of information ‘-bett'xcen clectroe |
static storage and tapes, drums or printer. These input-output orders
have builtein automatic checks for correct \frans;ﬁission. scecompanying
the OPl operation code is a code to speclify that any or all of the three
addresses, A, B, C, should be modified during interpretation by the contents
of three associated special registers (B tubes) labeled R, R . Rge This
feature often cnables one to reduce the number of instruct:t.ons in a loop:
by a factor of 1/2.

The OP, operation in an instruction is executed after the OP,. By
means of this operation one can obtzin conditional or unconditional transfer
of control. One can initialize the contents of any of the Reregisters
o one can, in onc operation, inerement any or all of the. Re-registers apd
transfer control. snother OP, operation allows one to compare the contents

2
of an Rerecgister with the given D—addreqs and sk::.p the next instruction,
if they are equal also provides a set of Operations for using a .

fixed point acctmulator i‘or compu’c.ationa uith addresses and i‘or compa:s-
ing the contents of this sccuwmlator with the D address. Finally, OP,
provides a convenlem means of .anorporating chcck:.ng &n a problem :b'.‘
desired, This feature con81s ts 'namly of.‘ tuo oporatlons, START CHECK,
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and END CHZCK; all instructions between these two orders may be auto-
matically repoated as a block and at the end of the sccond repetition
two separate check sums which have been accurmlated during the two
cycles are comparcd and the instruction following the LEND CIEECK skipped
if they apree.

Instructions or data may be stored anyrhere in clectrostatic or
auxlliary storare as single Speedcoding words, Average exccution times
for various »jecdcoding operations are as follous

Adds : k.2 milliscconds
yiultiplys 3.5 millisceonds
Read tapes 14 milliseconds access
' "~ plus 1.6 milliseconds per
word

Transfor Control: .77 milliseconds
Electostatic storage space availablo is about 700 words.

Let us follow a problem from its coded form on programming sheets and
data sheets until it is checked out and ready to run, First the instruc-
tions and data are punched on decimal cards whose formats are identical
to those of the sheets. 4f there are any data or instructions which
the urogram roquires from tapes or drums, loading contrcl cards are
punched (one for each block of information) which will cause the loading
system to put this information in'the proper places in awxiliary storage.
The dock of binary cards for Speedcoding is placod in front of this
decimal deck consisting of instruction cards, data cards, and, possibly,
loading control cards, and the entire deck is put in the 701 card reader.
“hen the load button is pressed, the information will be stored in
electrostatic storage, on tupcs or on drums as indicated by locations
on the cards. ‘hen the last card i= read, exccution of the program will
begin automatically.

In checking out the program, usc will be made of a feature of Speed=-
coding which has not been mentioned yet. Each Speedeoding instruction
includes a list code which may be gssipgned one of three possibl.e values.
Associated with each of these valucs is a switch on the operator's
panel of \the, 701. During execution of a program all instructions will
be printed which have list codes corresponding to sx-zitchesyhich are on.



If onc has properly assigned list codes, one may then check out a problem
in the follouing way: One begins exocution of the program with all three
suitches on, after seeing the most repetitive portions of the program
printed onco or twice, one of the suitches is turned off, after uhich
only noderately repetitive parts of the program are listed, Finally,the
second suitch is turned off ant only ‘he least repetitive snstructions
aro seen, if trouble is encountered in thc last cycle of a much repohtad
loop, one can approach this point rapidly with a minimum of printing

and just before reaching it ohe can turn on all three suitches and sce
all details of the program. Bach instruetion is printed with alphabetie
ecperation codes just as it was originally written on the pregramning
stoet, The fleating point muabers at A, 3, and C, the contents of the
Rereristors awd the cddress accumilator, are also printed with cach

instruction,

dow that we have briefly secen hou Speedecding works, you mipght bo
interested to know wvhat our experience has boen with it. T preseny,
I believe that Live 701 installations are using or plan 'o use vpeeds
coding. although uwany improvemonts aid extensions to Specdecding ara
. possible, those who have usad it report that it ig actually -asy to asu,
Just this week, in fact, one of cur custeonars arvived at s compuling
center in How York with a Speedeodi i problsm .all vancheld sl ready oo
tost, Ho had programmed the sntire preblem at his own oifiee nsing ondy
the Spoadeoding ranusl, Ho pot his rasulte with a mindaan of selp Jeon

USa

We have dens problems with opeedeoding which ran for 100 hours, ard

problems which took thres mhmmies.

Expericnce has shown that many problems which mipht recovlse oo
uecks o nors to program in 701 languape can te programmcd ii ypoads
coding in a few hours. Unc reason for thic is the small nunber of
instructions required. For example, » matrix multiplicati n progran
requires about tvelve instructions. There are only two instructions in
the principal loop.

Once a problem is coded one can often have it punched, checked out

Be=dy
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on tho 701, and roudy to run inside of an hour or tuvo.

The speed of oueration of Speedcoding makes it an oconomical systen
to use. Ve have sblved some problems in Specdcoding for a fraction of
the cost on other equipment. Speedeoding is, of course, particularly
valuable for small problems and for such problems is often cheapor than
701 1anguage programs, s:r.nce it reduces the costs of progra ming and
test;.ng. ‘

‘Onc other interesting foet which I learned yesterday was that one
701 installation has developed a mochanical prodedure for translating
their standard CPC routines into Speedeoding programs and have already
used these programs quite a 1lot,

) To summarize:

Speedeoding is a floating point thrce-address gystem which ;reatly
simplifics programming, and checking out a.program. Speedeoding
provides convenient input-output. ‘,épm"ations, built-~in éhecking, easy
loading and printing. Therefore, Speedcoding reduces programming and
testing expenses considerably. These exp-nses are often a large
part of the cost of' operatihg a computing instzllation. Thus
Spesedcoding is cconomical as well as convenicnt to use.



’
RESUME OF SESSION 8

Ih ansver to a series of queatibna, John Backus stated that one
SpeedCo vord consists of 72 bitsj available SpeedCo storage 1s about
700 registers (equivalent to 14N0 701 registers)j provision is not
included for handling symbolic addresses although United Aircraft has
added such a provision; OP, is carried out first, then 'OP2 can be
omitted, but something must be written for OP1 = 8.2, NOOP gives no
operation. Mr. Ramshaw' indicated that SpsedCo would be about twenty
times slower then a dirgetly-coded scale-factored routine.

Mr. Backus indicated that he would now prefer a one-address
code in SpesdCo. A thres-address code was initially adopted since it
seemed to correspond to what people were using at the time. However,
in practice he has observed that about half of the inmstructions in
SpeedCo programs are effectively one- or two-address instructions.
Also it is more difficult to unpackage the three~address pseudoeinstruc-
~ tions. W.A. Ramshaw pointed out that in a SpeedCo instruction OP1 is
a three=address but 0P2 is a one-address operation. Mr. Ramshaw also
pointed out that by providing the option (by use of a special bit) of
allowing the result of an arithmetic operation to bs added to instead
of replacing the contents of the accumulator, a 20% saving in time :
could be obtained. '

D.L. Shell stated that at G.B. thoy found it eusier to write the
2interpreter" or "dispatghor“ in the pseudo-code. On the average it
takes about 2.5 milliseconds psr interoreted instruction - and this:
includes instructions for square root, transcendentals, etc.

John Baclkus indicated that a three-address code facilitates the
spscification of 1nput~output'routinesq Also the use of R - quantities
(B=box) can modify all three addresses at once. Ho stated that ir some
cases a set-up combining computing and subroutines may be slower than
an interproter. Among other things, this depends on having input-
output speeds that are much slower than the computer operation. This
sort of situstion usually results in the condition that "saving space
savos time", GolMo Hopper stated that at Univac they compile bécause
they can read in as fast as they cen exzecute instructions. Mpr. Backus
then stated 1n answering a question asked by D, Combelic that it would
be desireble to design a machine to do compiling = but this also depends
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upon whether it has buili-in flodting=point arithmetic. ﬁ L. Shell
exnresaad. tha opinion that this d.iscuseion nointad out wha.t he feels
to be the chief wea.lcnesa ‘'of the 701 and 1103; 7129 that the invute
output opeeds do noi: match the machine speeds.

Joh:g Backus then described the a.lgebraic ¢oding scheme being
developed at I.B.M. Hs also discussed a logical procedure for assigning
storage space %o sections of a large routine. '

D.L. Shell emphasized ths point that in any algebraic coding
system, it ioc desirable to be abls to got out a record of what was pro=
grammed. This would be difficult in the system suggested by Mr. Backus
since many of the characters used do not appear on I.B.M. equipment,
Mr. Backus indicated that many of these difficulties can be overcome by
using combinations of available characters or by changing somé of the
koys (e.g2. $). Mr. Shell remarked that his group had problems with
'traditiona.l' notation which is not like any of the auto=codes proposed.
GolMo Hopper suggested that suitable labels could be placed over the
typsuriter keys. Jack Jones noted that this would make reading and
checkiﬁg rather difficult.

. Dean Arden suggested that the problem of finding the index i for
which a sequence {xiz assumes its maximum value would be as difficult
to code in an algebraic code as in the more commonly used codes.
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9, CHOICE CF IUMLRICAL METHOD

The object of this discussion is to consider how »rocesses of automa~
‘ codingvfif into the general field of calculation by automatic computers, and
I shall indicate some cases where efficiency of the coded program is more
important than the saving of time spent on coding.
1. An important subdivision of problems is into two categories
(I) Huch input-output =< little computing.
(II) Little imput-output =~ much computing,
This subdivision {artificial except as #n indication of extremes) has conw
giderable effect on the design of machines,
2, I am interested in another susdivigion of similar imnorﬁance (and of
similar artificiality) in the design of >rograms.
(i) Muach coding == little running-time on the machine.
(ii) Lit%le coding =~ much running-time on the machine.
3. This whole course hah been mainly concerned with methods for simoli..
fyiag coding - by trying to make it as automatic as possible. There may
" thus be a loss of efficiency in the finwl program, to a greater or lesser
extent, since the poésibilities for human ingenuity are reduced. These
pethods wure this primarily applicable to problems of type (i), for which
1it%le machine time is needed. ‘[They may, of cnurse, be applied to probe-
lems of the typa'(il)g but it is mors iﬁport&nt, particularly with innsr
loops, to oe used very oftem, to get the utmost muchine efficieﬁcyD even at
the expengze of consideraole time spent on coding (the words ‘much' and ‘little!
are, of course, relative to total problem tims).
Lo The ovrice foxr simplicity in coding is vefy often greater machine time,
sometines by o comsiderable factor, on the provulenm concerned. I aw tainking
rainly of the effect of choice of method, i.e., whether this ig simple or
sophisticated, hut the same applies, with less force, to methods of~c0ding
after the method of coapputation has beon chosen.
‘The desire to reduce coding effori and to oroduce vrograms rapidly for
machines has led %o the saying that,
"sutomatic machines orefer simpls repetitive methods, in which cycles
of orders are used many times.! - '
In this we should reolace "automatic machinea® by:"coderso" and it is then
clear that this vrincinle onavles a few coders to‘deal with a larger number
~of proolsms, and to make good use of machines which might otherwise have been
idle,
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5 Jow, many machines are overloaded and it vecomes important to use effl-
cient methods, even thoigh thews may involve much more time spent on coding,
if machines are to play %heir propef vart, A machine ray easily oe kent
working full time, on a useful proovlem, but taking 10 or 20 times as long as
it might with a better program. '

As an example of this we may consider the use of iterative methods of
comoutation. I have seen cases of iterativas taking perhaps 15-30 seconds
each, repeated over 100 times., This means, say, a half-hour machine run,
which may seem reasonadle. <Lhare are however two points.

(1) A slow convergence, aporoaching a lirit as %'9 say,wnere n is the

number of iterations, will . gase when the alteration vanishes =< this

alteration varies asii normally, and so vanishing to 10"P means an
accuracy of only 10”4P in the result. Slow iterations can settle down
very far from the limit point.

(ii) Standard methods of exirapolating resplts from 3 or more successive

iterates (2.g.,the method of Aitken) can reduce time substantially, be-

sides avoiding the difficulties in (1). 1° " 10 Atken 10 At Helgo for clvngpne™
an iierative cycle should be used several times (short ones perhaps more
oftean than long onea)o Then the last 3Aor L 3torates should be used to ox-
trapolate a new start. Thus instead of 100 iterates, one might have 10,
sxsrinpolate, 10 more, extrapolate - result, saving 75% of the time for a
single set of data.
6. We may say, then, that the choice of method now plays a more important
part in dealing with a problem on an automatic machine than was formerly the
case. Irhe use of library subroutines greatly assigis in the use of moro
sophisticated problems, and expansion of a library ia helpful., I cannot
catalogue suggested mathodsg but shall give one or two illustrative problems
and describe héw they have been tackled. ‘ |
7. I shall first consider ways of dealing with solutions of differential
equations,

Firat: oossible needs

I. A tabuluted solution at fairly close intervals,

II. A brief survey of a solution as & whole, or a need for ond-values
_ only, without intermediate resulis.

Somo possiple methods (there are others) kre:

(a) Runge-Kuttae typs, involving 6nly values at ome argument, and the

evaluation of first derivatives Hnly. These usually need relatively

smail step811o



I3

(b) Hethods in-olving differences, or function values uf several neigh-

pouring points. hese can be used with small steps, or with medium
steps h somewhat larger than are possiole .y Runge-Kutta methods.

(é),nethods involving derivatives., These can often be used with very

large steps depending on the radius of convergence of Taylor expan-
sions. The difficulty here is in the comnutation of derivatives;
this is, however, clearly vossible by suitable recurrence f&rmulae
in many cuses familiar to msthematicians wnd physicists, and cé.nn
by ingenulty, be made possible in a considsrable numbher of other
cases, . .
Starting the integration is easy in (a) and (c) dut may be trouslesome in
(v). Large steps, as a rule, reduce mossible trouhle from rounding errors.
3. It is desiraole, as a rule, to use an interval in the calculistion
which shall be equal to, or not much smaller than, the interval of tabula-
tion desired. Thus, generally, the order of preference of method is (e)s '
(b), (a). However, if (c) is imnossible or if a small interval is needed in
the final table as in_case I above and (b) is to ne used, then (a) may be
used to give the necessary starting values. Thus methods (a) and (b) should
both be proviied in a library of subroutines.

If case II holds,as large an interval as oossible is desirable, and (c)
should oe used if it can be rmade to work. It is more difficult to code up
(¢), as it is much more de gendent on the particular eqpation to ve solved.

Recently in Camoridge, iingland, ... L. Albusiny hus coded uod a program
to deal with Zomogeneous Linear Differential Equations of the Second Order
with (uadratic Coefficients. This covers a very large ﬁumbef of the funce
tions arising in mathematics and mathematical ohysics - too many to liét now.,
9 The method used is to ootain from the differential equation

o(x)y" + g(x)y' + r(x)y =
by différentidting n times, a 5-term'recurrence relaiion between successive
teres T = h y(n)/n ! are conuscted by
(n+1)(n+2)p1 2 = <(n+1) (np'+q)hT +1 < ($n(n-1)p" +nq'+r)h T,
(L(n-l)q"'*'r“)h L r"hu'.i!
Starting from y(x ) and y'(x ) at x=x;, we comoute
y(x.+h) = y(xo)+T + T, + T, + eccnee

. 2 73
{x “h)= Hy! +h)= ok o
Tl“ h) by (x h) 1 *3 3 T +

-2

obtaining y aqd y at the next oointe and reneat ‘the oroceqs for the next
steo. The cycle for’ qompgtiqg Tn‘i? carr}ed on gptil Tn a?d Tnfl yoth

vanish;
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10, DIhe program is not in strict floating ninary or floating decimal form;
but has automatic scale changes coded j.no both binary for comnuting and
decimal fox printing. It is slow in action on individual stevs, but this is
unimportant in view of the size of stev thxt is vossible. It has been used
to tabulate exz at interval 0.5 in z, and retained about seven-figure ’
accuracy to == 12Tt’€>_}:5jat the end, the function was increasing a million-
fold at each step. Steps needing 50 derivatives were successfully used.

I have incldentally used this method successfully on desk machines
(hand machines in fact) to tabulmte dessel functions at unit interval in x
to 25 dec:.mals9 needing 20 to 25 terms. The resutls will apusar in due
course in one of the Royal Society Mathematical Tables.

Programs for Compubing Residue Indices

11. My next examole iz in Number Theory. It is over 300 years old, and
8till of interest. 1I{ concerns the problem of finding "residus-indices.®
Consider a prime number P, and a small integer a (the baseo) It is required
to find the least number e such that
, a®<1'1a a multiple of P

This numoer exists (exceot when a is a multiole of P) by KFermat's

theorem, which states that, for such an a
' ai~1.1 is divisinle by P.

'he exvonent e is ooviously not greater than P-l and it can be shown ¢that
aewl is a factor of a.P-l-l° and hence that P-1 is a multiple of e, say P=l=l:,
Then (P-1)/e=) is the residue~index we seel:,
12, We can confine attention to the case 8=2, and consider methods that have
been used. . A

A gimple repetitive method has been used bdy:iLghmer on EVIAC; by myself
on EDSAC, on SEAC, on MOSAIC anq by C. Strachey on the Elliott 401 comnﬁter,
(1 also coded it for SWAC, .and ;uggested it in other cases.) It has been
used by Gruenberger on a CPC.

Originally intended aéva test problem for cdmparing speeds (it is
important to emphasize that one needs several test oroblems for fair compari-
son; 3 his problem and method suits some machines well « others very badly -

for yet others it is fairly ‘neutral.') and one mey mention some times.



The method is basically as follows.
Suppose r, is Imown, vhere at = Ap® Ty o< riQP,
(1) 2z,
(i) 2r,=-P

i
- (1i1) Test sign

‘ LZ \ '  Back .o
= X : '

. (17) Ty = g;- P T g ry with
(v) Test r, i+l replacing i

AN

(7) o Yes. 1+i=a, atec.

(vii) Test 1+i€P -

N,
"

nailv.?e d.ue to error.

Test (vii) may pnrhapu be omitted - failm.e is usually clear secause of
lack of result in an apsronriate time. OQge can cut short at $(P-1),
-gfoce ¢this must be * 1. A

13. . Time is ovidently basically proportional to @ and hence %o B,
gince ¥ is most often 1 ox 2, and raroly largo. ~ For P= 9000, times
for g¥ P-1 ava approximately: '

. 1949 BNIAG 5 see.
1950 SRAC 20 sec.
1949 EDSAC 3 min.
SWAC = 2 % sec. (ontimated)
1953 MOSAIC -7 4 sec.
| 1953 4oL I aoe.

The 1n%erest:.ng valuas of P only etart ab 100000 80 tha‘a is
was -only vhon the last one came along that actual production (thero
are thousands of values of P %o be tried) scomed worthwhile and this
. was 88% in train. Going %o 3(P=1), for P up to 250,000, the averago
$imo wag 80-30 secondsg 50-80 hours production was run.

Theoe progranmes wére all f2irly casily made; the laat and
fagtess of them tried 1nvolved optimum programming and wao some
$roublae,

1%, Thero ig, however, & comp&etaly differont approach. That is o
aim at 3) dizrectly: ' '
(2) 3 must bm a factor of (P=1)
(b) every;:ﬁl vhich is also a fe.ct:or of (P=1) must also give
2”1 & matiple of P.F— & —«/ o~ nr@/-/:/a/& oL P
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Wo have thersfore to fachorizo I-~1 and oliminato ¥+ from
those factors which are not factors of 28 This is done by removing
thom one at a timo. _
(1) Thore are comparatively fow factors of P=l(order logeP or legs),
(i) The trial of senarate factors is the basic cycls.
(1i1) This cyels {8 very considerably longer than the previous ons,
and itsvlf includen a wub=cycls for sach binary diglt of sy

2 5
{(1r) Tizs is vigsvally ndapwndmntjox ¥ in zenges of intsrost 10740 lcbo
Y% 13 provortional 2o (]op P) spproEimataly, and log P varies
feom 1.6 %0 aboud 12,3 .

(*) Pima 1s almosi indamendsnt of a (exceps that a=2 can by
guseially coded ab s’bout ;wica the apssd Tor az 3).

15 "h!a mathad in ony of considerable auovivsiva%inu and wag

coded for the ELLL 08 401 By DeZo Gillies. I% tooik abeut 150 hours
of highsat grads opbinou cading, wish iatermingling of compubing and
printinag, .

Tha resnlt in, o5 wsunl, adopbizn of = larger preduction progrom

Shan WAl originally consldered popsidble, xevislon of orsvious runs
tndabout 10 hours, and 2 total progean eovering 300400 hours at the
now kcsud. This gives wmasuss of resulis to be rogacdsd as date for

furtnor atudy rather than as meterial for publicabion.

J 3 C o P‘n }i IJIL}QE
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9. Resumg of Discussion

Since, in solving parﬁial differential equations, a small mesh-size
usuaily slows down convergence as well as increasing the computation per
1teration, . L. Shell reports that G.E. has experimented with extrapow
lation through several mesh sizes and with a fixed number of iterations.

The final number was generally more satisfactory.

Use of very high differences is recommeded by Miller as one approach.
He has gonme to higher than 20th differencen. Machines camnot usually use
all the tricks which an experienced human comvuter can apsly, but the machine
does not usually get into the same kind of messes that o human computer can
get into.

In reply to a question by Arden,.Millér admitted that relétively fow
large-step problems have been done. Highly non-linear vnroblems are of
course aspecially intractable.

A solution at only 3 points that agreed nicely with a more elaborate
computation was reported by Shell, but Arden and Miller felt that this was
an unusual case, especially since 3 points canndt yield high-order
differences. |

W. C. Carter made the point that often when a few voints are suffie
cient, a good analytical aoproximation can also be found. Miller bhrought
out the poasibility of polynomial approximations as being frequently
practical. ‘

L. Rosenth&l commonted that comparisons of solutions obtained by
several methods may be a practical way of getting resulis, but that no
study seems to have been made of any orgaﬁized' apéroach along these lines,

Miller replied that there is much we do not lmow. Treating ordinary
differential squations by matrix method has some promise. The converse was
suggested, but Miller feels that a nice matrix often corresponds %o a hore
.rible differential equations, so that the method only works one way.

The machines have surpassed man in most cases, but not all. Comrie
solved 157 simultaneous eépationsvfiftaen years ago. However, in the cal-
culation of constants, machines have made man's efforts seem trivial - e.g.,
Shanic's 707 places of T, of which 529 were correct, and he 1000 or more
calculated by Wrénch have_been surpassed oy a Fourth of July weekend's
work on ENIAC, while Wheeler has calculated ¢ to 60000 places.

g B, Kslley replied $o a question'about linear orogramming by saying
that the trend, by pesople like Hoffman and Charnes, is tmward>§pecial methods.
4 modified simplexlmethods_still‘semma the best general way, excelling iteration
téchniques exce?t possibly that of Thomovkins.,

After a longogontemplétive silence, the session ad journed.
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10, The Effectiveness of Automatic Coding Systems Currently in Use TTF S

‘ The design of an automatie codihg system itself presents a formidable
task of programming and coding, and the completed system represents a
considerable capital investment. It is therefore of some importance to
weigh carefully the advantages to be gained from such a system before
embarking upon its formation. There is little doubt that the majority

of existing systems have proved, or at least will prove, to be well worth
the coding effort that went into them. On the other hand this has not
been true of all the systems. -This short note is.intended simply to
stimulate a discussion of the lessons that have so far been learnt from
prattical experience, so that we may avoid the pitfalls in future and con-
centrate on those features that appear to offer the greatest reward.

The design of an automatic coding system differs ffom other programming
tasks in one important respect. The success of most programs may be judged
objectively, from such things as the freedom from error and the machine time
required. These factors enter into an automatic coding system also; but in
this cuose the ultimate test is a subjective one: is the system useful to the
people for whom it is intended? The designer must therefore be not only
something of a mathemgtician but also something of a psychologist, amd his
success camot be judged from a few machine tests but only after the system
has been used by several people over a period of some months,

Here are vome of the questions that 6an only be answered on the basis
of experience: K

How long doews it take a coder to bacome familiar with the pseudo-code?

How important is the provision of exhaustive mistake diagnostic faciljities?

How easy is it to design a system so that future additions may be made
without affecting th: coder who does not wish to use them?

How importent is a convenient notation, compared with the prov151on of
more fundamental things such as symbolie addresses?

How useful is e mriemonic notation? -
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The IMO 1dit Compllar

Introduction & - ; .o SRR :

The LMO ¥dit Compiler 13 a routine which edits raw data tapes into any
form. The pcheeé of:editiﬁg a gniﬁ'of_rgw data is reduced to ﬁaking uo the
format of the printed puge using Uniprinter symbols and sjecifying by
“pseudoinstructions" which digits of the raw data are to oe transferred to
which positions in the page format, called the "matrix."

£Lrom the pseudoinst;nctione. the LMO Edit Compiler forms a set of
instructions which will edit as many units of the-iaw data as desired.

This set of inmstructions is called the "running instructions," since it is
read consecutively a block at a time. It and the matrix are then used for
the actual editing of the raw data.

This arraﬁgement aaves'provrammiﬁg time since raking ub péendoinstructiona
is a relatzvely simple process compared to coding C-10 Uhivac instructiona.

It also minimizes hugahooting time. Errors are easlly detectad. either through
the self—checking features of the routine, or oy a quick glance at the ontnut,
and ;t is a simple matter to make the needed corrections in the pseudoinstructions.

Ihe Matrix
The rirst step 1n the use of the Edit Compiler is to decide what the

priated page is to look like and to rake up the matrix with this in mind.
The matrix will consist of 600 or fewer Univac words containing:
1. Tne titla und other words to pe printed on every pags.

2, -The commands to thg Uhiprintpr,‘such a8 carriage returns, tabs,
shifts, ignores, shacea. atc. (It is usually a goad idea to begin
each page with a printer breakpoint followad by a cairiaga return v
so that manual adjéstments can be made nefore the printing oegins.)

3. Places for the words and digits from the raw data to be insertedo
There are a number of considerations governing the choice of these
"holes in the matrix, two of vhich are:

(a) Since ontvseudoinstruction affects Just one matrix word, it
is usually wise to restrict a2 hole 1n the matrix t0 a single
matrix word.

(b) If a decimal point is desired, it should be put in the matrix
in the correct uosition. o
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L, The word "Page" followed by a apace and a four-consecutive-digit
. nlacé for tﬁé number in the avprouriate place in the matrix if the

nages are to numbered. _ .
5. Own special subroutines which are to be used. ZIhese should he made

up at this time in accordance with the section Matrix Subroutines.
Note: The matrix should be thoroughly checked before the pseudoinstruc-

tions are made up, so that errors discowered in the métrii will

not necessitate changes in the pseudoinstrﬁctions.

‘The Pseudoinstructions

“after the matrix has een made uo; the nexﬁlstep is-to'SOBcify ny
pseudoinstructions the digita with whlch the "holes" 1n the matrix are to
be filled. ' ‘ ; : _

Writing the pgeudoinstructiong'ie éimply 4 matier of translating the
wishes of the programmer into the forms descrived below and putting them
down on paper. The General Pseudoinstruction spacifies the word and digits
of the raw data in the left half, and the word and digit location in the
matrix in the right half. :Certain other types of pseuddiﬁstructions aro
used to permit the routine greater flexibility.

‘The General Pseudoinstruction is represented by XnLLDD Q111dd, which
says, "Take n digits, beginning with digit DD, in word IL of ‘the block
being edited, act on them with suoroutins Q, and: vut them in line 111 of
the matriz, begimning with digit dd." One block of raw data at & time
is edited and changed by the indicator “X“, uhich says oither "Read in
next plock of raw data“, or "Do not read" denending on whether X is

R or 0 (zero). :
0ls F%f 4B)Dv‘%PMW'EM“\{J
Form of Inatructgans Ve kl il "

"~ The pseudoinstructions can'be introduced into the UJIVAC manually
(Breakpoint 6) or by the use of a control tape (Servo No. 3). The instruction
word ias of the form

XXXYYY11iCnn :
is the first word location of an iten to be modified or copied
is the laat'éord locétion’of an 1tem to be modified or copied

is the location of the one word in an item which is to be
modified., Jote the control letters D and E. -

i1s the number of times an‘iteﬁ'ia fo be copied or modified

:is the control letter, it can be:
(2) This will copy an item on the output tape nn times in
‘succession. iii is not used in this instruction.

= HE

|

o



(8)

(c)

(D)
(B)

10~

This will add a constant to each word in an item and copy
the altered iter nn times on the outout tape. NOTE: The
word following a 8, G, D, or E, command must be tho con-
stant vhich is to bYe added or accumulated., iii 1s not
used in this instruction. ‘

This will txansfer an item to the output tape nn times,
adding accumulated constant to all words each time. 1ii
is not used in this instruction.

This will add a constant to 1ii and copy the item nn
times on output tape.

This will transfer an item to the output tape nn times,
adding an accumulated constant to 1iii each time.



0, Roouns of discuassion
Effoctivensss of ausoratic Coding Yysiouws Cavventdy In Use

The first comrent was in the form of o guestion by £ ¥, Powsll: Vot io
compiling anyway? Is it interoreting, c¢alling in sunroutines-wis bitfer
storuge needed--is it Yor slow muchines only, e<c? Seems 0 be & mabier of
definition. Onc asnect: Outdut of 2 compiler is a sesquence oi insbruciions,
not numerical results (by M. #. Hunser), Further cldrification of the defi-
nition deferred until the discussion of the Al glassary.

Comments by w. Homshaw, United alrerefi:

Spewddo has been used at United aircrait since last detober by a STCUO
of aasoubt 100 "outsiders.®

An outsider with no nrevious exuerience on digital comouters can usuvally
learn the system anl carry through his first nroblem (i it isn'%t too big) in
about 15 hours, of which anout 12 hours is devoted e a series of lsctures on
Bueeddo « the ramaining 3 being sosnt in debugzging his first oroblem.,

Exhoaustive mistulta diagnosis of the 85 %ype iy not previded by Socedlo.
Lhig omission docs not apleur to be tsn serious, howerer, since common coding
errors such as multinlying oy an instruction usually nroduce charanteristic
Saeeddo ralfunctinns, which the onsrator can identify rerely hy readingz the
indicator lights on the nahel.

Sne=2dCo turns out to be so writien that it is very easy to molify withe
out invulidating previous programs. We feel that this is one of its strong
mints,

delative aidressing is used, Admittedly $hiz system is notb as atbraces
tive as floating addresssing out in view of the small number of words of
storage availaole to bhe programmer, it asrears to be an adequate means of
avoiding the oitfalls of using absclute addresses,

The operation codes now in use are alohebetic and mnemonic, This ap-
vears to be w vegyworthwhile feature., The older numeris operation codes wers
eviientally hari %o rememner and this frequently leads to wasted 701 time.

The professinnal coders uge sngaddo on an INeOUY basis. Including such
proplems, Sueedlo usage constitubes about 955 of all useful madhine time.

Somments by JSrvan J. Smith, s Div, . Ham dends

A system of coding intermediate detween coding in rachine instructions
and completely intzrovetive coding is avelilable for use on the BAA 1103.
It was felt that completely interirebive systems such ps 3Sneedvode wers
arimarily for convenience in coding flouting noint.

A new instruction, Internoret, has jeca incorsorated into the 1103

instruction revnetoire. The machine utilitzes omnly the left gix o2its of the
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instruction woml and noon the oneurence of the Intervret Oode, storas tha con-
tenss of the program address counser freturns addresaz) ot shorage oddrest zoro.
I then jumas fo uddreés one Tor its nexi instrustion. By tnis mechsnicm the
Intezpret Zode uwoumen control to be transiezred to an interpretive mode of
oparation. "he remaining 30 bits of the Intersret instruction are nvailable
for interpretive coding.

For floating wnoint onerations, the format of the Interpretive coding is
the s:iune as the machine instructions with the restriction that operand
addrasses refer only to the high smeed store (12 bits). -fre floating voint
oonezrations are fuctionnlly the same as the machine fixed point overations.

Incorvorated with the Internretive floating pnint operations is an in-

.terpretive depeat instruction so tat the advantages of repeated arithmetic
onserations used in fixed noint are ﬂ&rried over %o the floating noint opsra-
tions., ‘ »

is system apwsars to be guite feasible on a machine such as the 1103
which hus an extensive instruction repertoirs (43 twon address instructious
including seven Jjump inatructions)., Logical Onerations, address modificdu
tio%s” gtca., are carried out at muchine swveed by machine instructions, and
those overations thut need to be intervretive are called in automatically,

One additional feature is a routine which scans the coding to be intere
oreted and then brings into high-speed store only those sections of the in-
ternreter needead to interoret the routine just scanned.

Comments by J. L. Shell, Interprctive Houtiass at G.h. (AGT)
I, GHPU.S.

This is a comnletely interoretive three address, floating decimal syse
tem. It was designed to be used hy 4 novice on a more or less casuzl basis,
No provlsibn wis rmude tor wny sort of floating or regiwnal addressing or
for mnemonic coding, Hacllity was provided for complete tracingz of the
coded ooserations as they are executed by the machine, The GMPUdS insbruction
code comprisecs seven J-address instructions: add, subtract, multiply, divide,
stoy, inout-~outovut, take a function.

The system has worked successfully for its intended wurpose. However,
pegoule tried to use it for wroblems much larger then it was designed for and
nuturally found it too rigid to be convenient. It is now used for about 104
of our produyction .

IX, SEhSalW (Originated at Los Alamos)

Lhis is a single address, floating decipal interpretive routine with o
word structure identical 4o that of the basic machine (701). It provides a
conveniant wethod of swiiching control back wnd forth bhetween the real and

"aostract" machines, i.e., going IN and OUY.
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felavive addressing is used in practically all the coding for cthis system,
The pre-cxecutinsn assembly technigues used for straight michine code are also
anplicuble here. Seasaw interovreter uses usout 1220 701 half-words, about
helf of which are reguired for tracing.

~ Provisions are made ior either continuous or selective trucing of vrogram 

execution, which, together with vostemortem storage »rintouts, constitute the
major nistake diagnosis procodﬁres°

e arithmetical oocration code is identical to straight rachina eode,
meking for easy use by the "professional” grouv,

this system is now used for adout 754 of our sroduction. lowever we ex
vect that the advent of a ouilt~in floating noint machine will nractically
obviate the need for this type of system,

Comments ny ii. s, Voorhees, Los Alamogs

The first 701 interonretive system develooed at Lns Alanos was called
SILiCO. It was essentially o simulation of a C°3 on a 701. This was done
neimarily to mollify and coddle the hard-to-hire nhysicists who were used to
using the 6 CP3's at Los slamos, SHACO was sretty much a flon: the nhysiclists

_by-vassed it for at least 905 of their coding, »referring to use machine code
even with the attendant scale-~factoring difficulties, and now SHACU is not
used at all, |

SHaCU was too glnwca zach interpretive dngstructinn wis done in tandenr
for checkimng purpuses —-the soeed factor being about 40 to 1.

Another system JUnws, has neen doevelosed. Its use increased $o & maxie
mum of 235 and has now leveled off to about 15%. It is used for diffienlt,
unscalable pgrovlems und for one-shot, lizywcosded routines. WULL amghaﬁineﬁ
the IN<OW? feature found so useful in other internretive systems, '

DUAL coding is not mnemonic, so that codin; is not fast; in fact, an
exoert scaler seems to code almost as fast using machine code, Los alwmnos
m,ns a wide open shop, vhich ylelds a varied cross-section of coders,

Commrents from James H., Jrown, Univ, of ilichigans

Phe HIDAS comouter his the following characteristics:

3-address

412 words highesvneed storage

614 words magnetic drum storage

Lly bits wer word nlus sign

Base counter related to instruction counter _
MIDAD is quite short on higheswvesd storage, so fhat intervretive %echniques are
not suitanle at present. Instead we use translation routines which translate

directly into machine coding ou & 1 to 1 corresocondence basis, The codexr uses:



Fioating addrcesses, 2 letier

Mnemonic oper:.tion symbols

Jaddress instructions
Humhaers are writien in standardized decimal notation including any binary scale
factor, lumsers may be tr.nslated to equivalent binary or into standardized
floating binury. There is also provision for inserting words in pure binary.

Reih onggei sre made Lron paper Sape via Ferranti inout, The output of
the tr-.ngslator 1s a osunched pansr tane ready for insertion for normel compu-
sation,

e htranslation routine is designed to parmit programmers to code using
Suld muchine canuonilities. They may also use a flosting voint interpretive
roubiug, which is not available automatically, This routine wnermits IN-O0UT
Lty of oneration., Cading apuears the same as for normal code. Thers is-
alan onodnterpresive complex mumaser Ryalise availlable.

Busroutinew in the lisvary have g shandar&ized form in which the first
word Le oexit, Ghe sceend word is aatronce, and argurants are stored in flced
Locution In storage. Subroutines are relativeeaddress coded--ralative Lo
fnshreoction commber,  *his permite orisutation of subroutines in any wartg of
agrneass withoul mecodinge |

Proubleeshoosin facilities include a chaniedeword vostemortem and an
aubupatic rouilne, ‘ ‘ _

Flang {or futurce exuﬁusiou eoll for integration of many of these facilie
tics Lnhe one overall system called. HaGIC, Michigan sutomatic Genoral Inteproe
ted Jomoutabion. MAGIC will inelude an extensive translabor and comoiler, and
gxte sslve antononitor faclilities,

The GASIAZ computer has been develowed For use during the Michigan Summer
course on Digitael Computers, HASTAC is a commletely internretive 3 address
comnuter feuturing floating point aritmetic, mnemonic instruction code, syme
hollec addresses, alphﬁ«docimul input. It has 7 base countefs available, Hige
tuke dingsnosis facilities are adequate but not elaborate.

Soppents by K. ¥. Powell, Babcock and #ileox Co.:

A compiler and assembler similar to:one developed for & 701 by General
Blectric's Steam Turdine Group at Lynn, Mass., is beinys developed by Babeock
and 4ilaox, The object is to relieve all engineers of coding. All the engi-
nzer is asked o do is to-£ill out one or more of several forms. ¥or example,
one form is used for a "Pube Bank" Colculsiion. The engineer £ills in the Torm
with information which he would ordinarily have written down in any case, Some
difficulty ocours when the fluld flow in the boiler being dosigned is intere '
lociked in such & way that the "he.t balance™ at one point is afrested by some-

thing which ig ouscureing farther dlong tne nath of the fluid flow., his is
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soived by deferriﬁg the "heat balancing” and tyning o»f results until all the
fecdback effects have been t ken ints account.

lacse foris are then typed and they comprisé a routine for running on a 701,
Keller, at 7 » bhas gone somewhat further oy then searching a certain tape
dﬁftJ}or the‘subroutines needed for the indicatéd calculations und laying them
all out éerially on anohter tave unit ready ior execution,

Babcock and Wilcox feel that this automatic coding system 1s justified
Tfor two reasons: 1) an eagineer's time is too wvaluauble to swead in coding,

2) their work is highly sjecialized (bhoiler design), and nearly -1l the 701
calculations are concerned with this parcidular problem.

Ur, Honper commented that Mp Powellls remarks seem to indicate a trend
toward the kind of coding annsroach which will become more common in corrercial
an)lications,

lir. Powell described in some detail the cards (counternart of Powellls
forms) used by Keller. This t@chnique. i8 described in the cooy of the Washe
ingzton Navy Meeting in May, 1954 (see Bibliography ref. C13).

‘ famghaw, Pewell and Shell discussed possibiiities of having a computer

synthesize a design., Shell made the point that one difficult asnect is finding
out just what thought nrocesses go on in the engineer’s mind when he designs
anything, There seemed to be general agreement that exitracting this informa-

tion from the engineer may se nearly as lifficult as it would be embarassing,
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‘ ;,3‘ o The Algebraie Coding System of Laning and Zierler :
I. Introdyction o o

The Automatic Coding System to be deseribed was developed in 1952
and 1953 by J. H, Laning and W, Zierler of the M.I.T. Instrumentation
Laboratory. The translation and interpretation of the algebraic coding
is realized in the M.I.T. Whirluind Computer.

The ccder specifics his problem as a serics of mathenctical equations
and.othor speeial symbols. From this manusceript a Flexo tape is punched,
which constitutes the input to the computer. The Flexo characters are
translated into Whirlwind instructions which are then carried out, ‘The
‘results requested by the programmer are presented in typewritten form.
All arithimetic operations are carried out in floating point using a so-
called (24, 6) system. Numbers may range up to 1077 vith a precision “of
about 7.2 deeimal digits. |

II. Basiec Operationg
A1) of the lower case letters may be used as variables, and equa'gions

of the following form are used,
a®5,
y=-6.3a,
b= 0.0053(a=y)/2ay,
n=nt 2,
W= al, ' | .
x® a(b+ ¢(d=19)),
Z=p+ 25/t + u,

A comma terminates all equations. Plus and minus signs, slashes and
parentheses, have their usual mathesatical significance. No more than 4
parcntheses may be open at any one time. Plus and wminus signs scparate
terms so that the last equation above is the same as

Z=pd (25/t) +u,

Exponents: Upper case munbers on the IIT Flexorriters appear as ex-
ponents; there is also sn upper case minus sign, but no upper case plus
sign. The following are interpreted correctly.

32529 A
‘b”"'(’a=2)ﬂzo N Py
c=(at b)z/a"ao Vnus’(' be mrerg=
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IO Qubmut =2
o Thc current Yalue of ahy' rmmbex* of 1etter varinbles m& be recorded
in Flexo code on xwgnctic tape for later pr:.nting by :"mserting the vord
PRII\.T follouad by the des:.red 1etters,, followed by a period. The first
and lust characters recorded by cach PRINT imtmctlon are carriage returns.

IV. Jump Instructio
Equations are ordinarily carried out in the sequence in which they

are written. This sequence may be interrupted by inserting one of four
Junp instructions. The address scetion of a Junp instruction must be an
integer less than 100. This integer is the number of the equation to {-Jhich
the Jump is to be made. ..n equa’ion is nmunbered by preceding it by its
nunber, e.g., 15x* 3a, assigns the mumber 15 to the equation x = 33,

The instruction SP 15, inserted in a routine will cause equation 15
to be executed next, the normal sequence continuing from that new point.

The instruction SR 15, couses ecquation 15 to be exccuted next, but
then control returns to the equation following the SR 15. (R evidently
implies that a closed subroutine is to be e:xecuted.

The instructions CP and CR are obecyed only if the quuntity most
recently computed was negative; otheruise they are ignored.

v, Fugction Subroutines
23 Function bubroutines are now :vailable in the Laning=-Zicrler system.

Each is assigned a number (le= 23) and is called for by writing the proper
nuaber as the exponent of an upper case F. For example:

x= 2 FH(y)F(z) + Fn(z)) 0
sets x=2(VY sinz + lz ; ), since
Subroutine 1 is the square root, 2 is the sine, and mumber 11 is a sube
routine which produces the magnitude of the indicated argument. Other
subroutines inclide inverse trigononetric functions, exponentials and
hyperbolié functions, logs to the base 10, 2, and e, etc.

VI. :sdditional variable and variable indicls

~ Subseripts are not available on the MIT Flexcvritors., Numerical sub-
seripts are obtained by tyiing xf for x3, etec, Var:.able subseripts are
obtained by using letters after the vortical bar, c.g., x/n is typed for
X0 and if n happens to equal 3, x/n is equivalent to x/ .
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VII. Auxiliary Storage
There is room in the Jh1r1w1nd hlphospeed storage for about 250
varlable ~dditional valnes9 such as tables, rmst be assizned to the

 thirlwind auxiliary magnetic drum, The word ASSIGN is used for this
purpose, For example, the instruction,
ASSIGN a/l’
automatically resorves space on the drum for variables a/l through a/u;
If these variables have the values 2, U, 6, 8, respectively, they may be
assirned these values and have space reserved Hr them on the drum by urit-
ing only
alN=2, &4, 6, 8
Further, the same thing can be accomplished by writing
a/N=2(2)8, |
A more complicated example might be

g/N=1(.5)2(.25)2.5(1)4.5,

VIII, Differential Squationg
Provision has been made for the automatic solution of ordinary dif-
ferential eguations using Gills' variation of the 4th order Runge-Kutta

HMethod, Ior this purpose

1. the letter t must be used for the independent variable,

2, h must be used for the increment in t,

3. D must be used to dencte d/dt,

L., Any other variables and/or superseript variables may be used for
the dependent and auxiliary variables.,

Suppose we have the two equations

i (t9 ylo yz) y2+ 1 » \"r‘n\"“a\ ,\', & \k\"u '
0

! O/ QC% O{‘\L

rz’ ~('l"o '<y19 7Y2) = ~y1 , U

© let £=2(0.5)10, that is, h=0.5,
~ Our program might be:
gz, -
h=0,5,
yiln:oo
yffEo,
1 Dyll*“viz* 1,
oyfP=-yf*
k=te10.1
CP 1 o
STOP | '
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t is autonatically increased by h upon completlon of the last equation
that starts with D, One Lngortani restrictlon is that all relevant auxe
illapy coﬂputation mist ba done between the first and last D ecuations,

IX, Post-liortems ,
Automatic post-niorten features are still in the design stage. Features
no available include: .
1. If tho'program is o long the computer stops and tyi.es out informie
ation indicating where and how storage was exceeded. |
2. If an alarm occurs the. computer prints out the numbsr of the
ecuation in which the alarm occured and the miber of the equation whichl,
preceded the alarmi. (Equations not assirned numbers by the programier
arc atomatically assigned nubers from 101 to 200)
3. *he prograsmer oy obtain the values of any variables he desires
after an alarm by writing the appropriate I'RINT instruction as equation 100,

X, Conclusion

The system described is a working system and has been used by the
Instrumcntation Laboratory to solve several complex problems. One problem
involved a set of six simultancous differential equations. The equations
involved extrencly complicated al' ebraic and trigononctric calculations.
Coding resuired only a few hours and the routine ran successfully the first
tine, Coputing time waﬁ about six to ecight tines as long as it would have
been using the single-addrsss interpretive system ordinarily used at the
Digital Com_.uter Laboratory.

iuch work remains to be done on the system particulzrly with rcpect
to increasing the conmputing speed and improving poste--iortem facilities,
Heretofore there has been very little need for elaborate postemortem
facillities, because, with a single exeeption, all nrograms coded in the
Laning-Zierler system have been completed successfully on their first run.
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i3, Nosume of Dizcucsion

Ko Powell asbted why funcilons such as coaine were nob wrilten
in the wrual form instewd of uging the lebler F.o lonn Combelic zaid
that in simple cases vhis would be possible, bulb there yiight b snugs
in some cases. Prol'. Adams sald that Laning and Zieriler wsre tirazd of
adding ingsnultiss when they reached this point. H.F. Hunter poimted
out that the simple standard notation used was more readily extended
to include further functions. ‘

W.A. Ramzhaw asked whether impliclt equations could be haandlsd.
Prof. Adams seid that such equations requiring iteratlon must be evolded.
D. Combslic explained that in Laning and Zierler?s system an aguation
of the formy = £(y) caused y o be faplaced by the function walue.

Then ensued a discussion on the use of indices, multiple indiéaxp
and indices of indices. Donn Combelic gaid that the notation is limited
by the capabilities of the Flexowriter, but.thab all these can be handled
in some fashion. D.N1 Arden pointed out that the effect of multiple
indices can be achieved by multiplication and addition to form a single
index. Dr. Miller asked vhether an index must be an exact integexs
Combelie replied'that indices are rounded off to thao nearsst integer.
and that this is useful when one has to interpolate. Replying %o H.¥.
Hunter, he said that interpoletion must be programred by the user.
J.W. Backug emphasised that the rourding off of indices is dona during
execution, not durirg The reading of the program.

Backus stated that equations are stored individually on the dirum
in CS form. If post mortem print requirzmsnts are writter as cquation
100, it is merely nccessary to call this equation when the progrem
dies., Donn Combzlic said that post mortsmg very rerely had been nsge
e88ary.

Concerning the system as a whole, Combzlic said it had taken about
a year and a half to develop, and had nol been finished Thoroughly.
There are no annctated copies of the conversion routine, snd when the
next algebraic coding scheme is developzd it will be done from scrateh.
BEcA. Voorhees agked whether this msant that good ideas would he wasteds
this led to a discussion on the ubility of one programmer’s work to
another. Dr. Hopper said that one cculd trade flow charts, bui not
codings Prof. Adais said that a simple flew chart was cbvious %o smygens
and a detailed flew chart teo speeific to be traded, and added %thst he
didn't draw then anyway. H.P. Hunter asied vhat ilmprovemenbs might bs

made over the Laning and Zievler systems Domn Conbslic replied that it

2 @E LUGREINNLon HLENG
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vould ba hetter 4 mers symbols ware sow ilabla,
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Automatizaesion of Procsssas

1. This lecturs concerns coding of some algebralc orocesses for antomatlic
machinse. This iacludes differeunticfion of elementary functions, where iLhe
change is escsontially alzebraic in character, after being defined for ench
{unction, ’

Usunlly includad are xuu axJ Inx, sin x, cos X
and sometires Bi(x), Si(x)D Ci(x), Fresnel integrals, arror integral, ztc.

It iz not cassentially more aifificult to include dessel Functions, Paraw
bolic eylinder functiouns, elc., satisfying 2nd order lincar differential
equations,

2., Xahrimenian (GZ”Fl) and .Jdelan have considered the evaluation of deri-~
vatives or combinations of slsmentuary funcbions, and of functions of functions,
fevorts are availuanle and will not nou be dezeribed. They appear to aim at
oresentation of the derivatives in terms of elemantury functions exclusivelyu
3. I would like %o propose » different annroach. “This implies |

(i) That the derivatives are needsd mainly to compute
aumerical values

(ii) That sl) derivatives to a given order arc needed, or
ray as well pe found «nd uged.

The esstnce is %0 exprens each derivative in terms of previously known funce
tions, which may be elementary functions, or praviously comnuted derivatives.

L find it eausier to censider in terms of mormalized power selries
A=)t alt + aztz * aBtj + huoo
We need routines %o find AB, 4/3, ﬂnoﬂion Ind, @Aa otco

n .
Consider A as an examnle, with al” a supposed known

Let BZ AP= 1+ blt;'%bztd“?

?p\a vo
-

. ] s
then we £ind AB'=nBA ' .

)] ] =Y L ‘:; ) eu §, g “":“."2 Fy 3 C o0 e 4= Q-“:‘: ) .
whence rb_ = roa  + (¥=ln-L) arq;P1 (p-21-2) & b, (ner-l)a,bv_ .

ideal for a kind of 'scalar vroduct" evaluation,
7 could expand thia technlque consideranly. It works well with BﬂfeAp

B=raiA or CHD=cops At sin A, the latter with 200= aiu2A==D(2&) a9 a checi,
2 2 .
C“+ D=1, (
4, J, L. Turner in Samoridge has desizned and coded a orogram for differen~

tiating a long series of terms eschh of one or hhelothﬂr of the forms
Ge”ﬁélybzcudva or UBifwx) xapb&cudv@ A
in several varianles
differentiption involves 7
(1) recurrence relations to idsntify new terms for sach old one
(344) listing terms in ordsr, and comoining with previcus similar terms

(131) arrangements to 21lsw for limited storage capaciby
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A large amount of work bas been done with this program.
5. C. B. Haselgrove has made two or three programs for dealing with orob-
lems in Group Thesory.
Given relations befween operations, like
AMEI, BB=I, ABAB=I
the orogram first seelks a comprehensive list of similar relations such as
BABAZ I, AABEZBA, etc,
derived from the original set.
It then examines all one, two, three letter combinations to see if it
can reduce them. It retains the irreducible ones, here 6. I, A, B, aA, AB, BA.
The program is slow, out it's ag fast as an expert grou?—theorist on the
job. It uses an interpretive routine, where each "instruction” involves a
very large amount of work,
6. Dissatisfied with this program, ingenious ms it is, Haselgrove has deve-
loped another, in which whole sets of elements of a group are ireated as a
unit. This is his ‘method of cosets' and is much faster and should eventually

yield interesting results.

J. C. Po Miller
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"I‘me.{knt{}g«: comanted thet Haselgrove®s wwk has practical
s.ppl:!.cutioné in crygtallography.

In answer to a quaution, G, Hoppey comwented thav the difrer-
entiator developed by H. Kahiimanion for Univac gives only tha deriva-
tives wequesied and that intormediate derivatives ave not necessarily

caleulanted, .

D, L. Rosonthal inquired about tha convergoncse of pover serio:n

obtod nod from differential equations and Dr, Miller wreplied thatb this ig
not likely to be a problem, ani tha-h the solution would get out of con-

70l i¥ this was the case.

H, F, Hunter asked whether Kahrimanian‘s differentiator sime
plified ité result algebraicully by cancellation or collection of terms,
G, Hopoer replied that this was not attempted excep’ Tor the most ob-
vious casos, as the result was i.nﬁended primarily for further calculation
on-Univac, ﬂ

In connzciion with his comment concerning the development of
a recucrence formula for the ceoefiiclents o the series representation
of a fanction of another ’s_ories from the dirferential oguation satisfied
by the function, Dr., Miller gave as an example

< Cu

B m;bi = 1 = tanA whers A = 2;&1 x

‘Toc bi can bs found by obssrring thalb ‘

; R
BY = Sa¢ ‘?'AoAl = (L o+ tanZA)Al w {1 1‘»2)1\”

Thorelore v =2
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The wedl part of the resuliing seriocs would then zoprosent W

Do Millerw snd S, GLLl meationed tha® roubines are belng wriltben

v I

at Bizace and elseuhere for economizing power sexics using Tschebyehsil :
pulynomials, Tha® is, rewriting a partisl sum of the series us a swi of
techabychefD polyncmials and naglecting as rmany of the high order poly-

noidoels as is feasibin.



15. The Library of Subroutines

The uwse of a library subrouwtine may by pletared thoss

J 3 f o .

o

’ . La 3 g .
Program yaee=p AubPOULing seemmmad Liply smemmetiammrond Spd {lnleen dheenad f1nal

Yo deserlpticonee. , & Lorpin ’
N, S s sseseese e ), PRTANSTOTS e i o
X/ gy T . T
=8 pararsbety-

HOMAN FAASE AUTOMET IO FHAST

The steps may be taken ot various stages in ths d ‘@velgpmmuh ol b2
vhole routine depeadimv on eircenmslbences. The type 3 step wmay bs e
hefore the rbutina reachss the machine, in which caps it i3 wrub*aly
not fully automstic. 4

‘he 1library itself consists of two parte ubdch nre used fn 3o
cesslons the list of weititen descripbions, and the collention of sois

of ingtroctions for the machins. The net offech s prlmavily a chovie

‘

of type le. This i3 only effective if the deserdpbions avs very olasely

urdltteny vafortunately only one coder in ten can do whis,

It is importent thot the Library ca talog, cr List of dsserivbions.

e ept tidy and upstoedaiec. This is no small iaslh. 'rﬁdgﬂ

University cataliog is in wwo purits, one giving only the lolornstion

requlred by the reguilar uge: ¥8, the othar giving the inatructions Qo full

and explaininy the wsthoeds of operation of the varicus subvroutlnes.
Subroubtines ere dsnoted by a letter defianing the ¢kiss, asd o nuebsy
within thet 2lans. The slessges fail inmbo gix woin groupa: awithﬁetiwy
simple fumotiong, operatlons on fwnetions, mateix overabicns, Iinput

aad oubput, a3d mistake dispnesis.

Tt i questicnabls whether a library should be allowed o grow
merely Ly iuclupxnc new subroutines as they happen to be uiitien.  The

ot
[t

brary should aeg sis“ soders iu preparing roultines without de lﬁy their

neads 3

\u

as bogy cre pequlred tend to be tos speelalizad to e agsind in e livrav

and do not cover the field afflcelontly,

wuld be apticipobed at least to some degree. Suvbrovbines wrltben

J‘J
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Thers ara many woys of urlting a subroutine to do a glven Job, and
in sove eases the 1llbrary should contaln a gelectlon, The following
characteristics are desirable in a library subroutines
(L) Compaetness, perticularly of the final furm.
{(2)  Speed of execwiion.
{3} Fumerical precision.
{4) Simplicity of use.
(5) Cenersiity of application,

2
L

Thasw are often in conflict, snd a compromise has to be made, Differsn
subrovtines ars avrived at by weighting these chavacteristies dificyently.
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o Romshanr wemavked thed cne difficulby vith haphazard collece
sion of subrouvines is they ave very often written in such a form as %o
malle subsequent modification by sommone obhor thon the author difficult,
J, Baeclaus rentioned that use of an algebraic pseudo‘code had the advantage

ol zequiring the use of standard notation. ' B, Voorhees exrg:haaiiad that
the user should be allowed to improve the subrvoutine and S, Gill menbioned
thab EDSACYs sﬁbmuﬁix‘ms were circulated a.mong' staff in order t0 en-
courags comment.

C. Adams favored the development of subrouiines only as the
nzed for "ahem océurred ag it was difficult to predict just what mathe-
matical routines \'iill bs needed, Subroutines. wuritten by users of .hirl..
wind arc generally ncdified previous to iﬁclusion in ‘the libvary. The
demand for input-output and arithmetic routines is usually predictable
up to a poini. .

D, Shell mentioned that ad hoc subrouiines could be written ai
customer expense by & skilled programmer in a form sultable for inclusion
in a library. Horever, developmeni of a certain type of subroutine can
z120 be used to stirmlate machine use in that area,

Yo Ramshaw rentiored that getting rid of old subroutines is a

oblem,  J.CoP. Miller sald Hhat in a fortheoming library deseription

et Combridge, the subroutines would bs listed as curveni or obsoleicent,
fda aiso advocated that deficiencies in a J.:ibi*ary' be remsdied by an expars
who would £111l as many gaps as possilt_)le3 rather than by a programmoy
vhoss Lahareste might b navowe, InAgeneml DrogrANmers sgomnd to

Like vhat wes avallable and scldom criticlzed oxisting subroutihes.

D, Combzlic advicsd kseping o fosh version and a shord version

LT LN AP A S Amah



ol soms subroublnes,

Go Hopper comnshied that vhen attempiing o penallze poor
programiing by requiring that the erring p&ogramnwr write soms ree-
auired subroutines, it was found thet some programmers used the con
piler o write the subroutines and worriéd very littlo about the penale
Yo |

géugggggﬁ_adﬁocated letting programmer fill in some parts of
sﬁbrbumines which are subject %0 considerabls variation in individual
preference.

In response a question agbout the descripbions automatiecslly
writion by compilers and geneiated, G, Hopper sald that they usually
included length and temporary storage raquirsd bub rot the operating
ims, |

The notion of temporary siorage was clarified by a shord
discussion.

C. Adams advocated that "™unset" valuss of parameters by the

ones most commonly used,
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Resume of Discusgion

Mr. J. R, Belford ovened the discussion by giving some facts about the
IBM 704. Trinsiers bﬁtween the drum 2nd the high speed memory will be af
10,000 words per second as ugainst 300 in the IBM 701. Iloating point #rith—
metic will be built in, and there will be & means of automatically &nd ranidly
searching & tuble in the store to find 2 given argument. There will ne three
index registers. Answering lDonn Comdelic, John Backus stated thut the reason
for not having mqre than fhree was that no room could ve found for more; &
point of diminishing returns was reached, Mr. W. A. Ramshaw exnressed the
ovinion that three was much too few.

#r. . M. Hurewitz said that in the development of the 8ISMAC at RCA,
the neeod for feedback of information from the orogrammers to the engineers
appearnd. Jonn Gomaelic asked how many orogrammers' ideus were rejected by
the engineers; Hurewitz revnlied that no ideas ware rejected without confer
ence betwesn nrogrammers and engineers. Unfortunately he was unable at this

“date to discuss the actual design. There ensued u heated -liscussion on the
ethics of industrial secrecy. , '

Dr, Grace Hopper raised the »sossibility of using several small comvputers
in sarallel. Yhe greatest demund was for small machines, and she hoped that
‘each university would eveantually huve one. The size of a big machine was due
to the numoer of operations it nerformed; this could be vprovided by automutic
coding. She foresaw a mass produced small machine, delivered with a comviler
and library annropriate to the customer's needs.

Mr, J. Wo‘Backus disagreed with this philosonhy on the gounds'bf comnie
ting sveed; since inireased sveed costs little more, a large comouter is
cheaper to use than a small one. Such things as floating voint require répid
computing. DUr. Hopver exvlained that she was thinking mainly of business
rather thun scientific apolications, and of machines costing less than 350,000,
Mr. G. B. iteynolds oninted out that the use of floating moint could often'be
avoided oy having long registers with the soint in the middle. Dr. Homner
agréed that the costs of facilities would have tdvbe bylanced, Mr. Backus
sdid;that it was not the extra facilities tﬁat rmade a nig machine cheaper to
ran, osut merely the highdw souged. Xven using bnaedoode. the IdM ?Ol was 10
tlmes us fast as the CPC on one job, ‘

kr. Go G. roster described the nrocedure emvloyed at IBH(Lnd1cont) 1n
designiné sample datn systems, using a fast rachxns with only one nrogramo
4 first estlmate of the pasic design durameters 43 made and the oroblem is
codéd for a machine with these charactsristics. The engineers are then cdn#

sulted on the cost and feasisility of the design, & revised design is pro-
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duced, and the prohlem. recorded for the revised design. A consilerable a-
mount of coding is inv01§ed,‘and this raises the question whether a iransli-
tor could be vproduced; the idea does not seem imnossiole. A method of auto-
matically coding for minimum latency would be.required,° ir, Hopper offeréd
the advice that this is oJest done by writing the routine in relative coding
and anply ng the latencyaminimlzation orocess starting at the end of ths rou=
tine and working backwards. ‘

Mr. J. H. Brown asked whether‘ﬂr. Foster had ever used an existing com-
puter to simulate the hypothetical one., Hr, ifoster reolied that this would
be done when the nrogosed design'reached a sufficiently firm stape; so far
no routlna had been completed before the design was changed.

Returning to the tonic of small versus large machines, L. ﬂosenthal
said that each had its nlace. Donn Gombellc intervpreted Dr. Hopper's remarks
as meaning that although ‘big machlnes were used in scilentific reaeurch many
businesses could use small machines., Dr. L. De¥Witte said that the small
machine was useful in experimental work too, Donn Combelic asked whether a
problem tried on a small machine would eventually be nut on a large one. Ur.
DeWitte replied that this might ne éo~-or a. problem tried roughly on a large
machine might be tailored to fit 2 spall one. '

- Dre J» Co P. Miller pursused the idea of a machine with a very simple
instruction‘code. Most machine operatlons are made of & number of small
units; these can each be made %o co%respoﬁd'to al.migro~instruction', and
biggeg instructiqng can result from the exscution of a microprogram?. Such
a scheme, using a microprogram of 2356 micro-instructions, will be used in the
new-machiqg at Gambridge University. One might arrange to se wuble to change
the microvrvgram for different avplications, and even to orogram this changs.
Donn Combelic remarked that the latter idea had also been nut forward by Dr.
Perlis at Purdue University. Prof, Adams pointed out that the plugboard of
the ‘GPC could be régardedias a changeable miceroizggram. Hr. s Y. Smith
said that a mchine with a drum-stored microbrogram had been built for milii-
tary applications. ’ '

Mr. Po Mo Williams said that his firm is trying to decide on a computer
to use. They w nt something intermediate between an LM 650 and 704, The
704 seems too large: they would not be able to keep it busy. dJojm Backus
said that by‘time'sharingo a big comouter could be used as several small
ones; there wouidLﬁeed to be a reading station for each user. Mr. H. Freeman
remarked that down tims would bé worse for Bne large machine thas for several
small ones. Stanley Gill said that the idea of a centralised comnuting

bureau sesmed a good one, excevt that if each subscriber were to have his own
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inout-outout eyui ment he would not be able to afford such flexible aequiv-
ment. <rof. dAdams nointed out that the idea was similur to that of a cen-
trilised stenograshic bureau, whicnwas not always successful. D. L. Shell
said that Jell Laboratories hud in fact used a central computer with rermote
inout-~outnut very successtully. He sajd thut the cost er oneration of a
miachine is roughly oroaortional to the square rost of the tirme mer gaerations
also the work load increasecsn exoonentinlly with the time, He w3t that where
olanved time 1s vikal in case of dreankdown, o Lorze commiter is gtill orefors
wh Lov,

Ve, aamghow safd Bhab he waulo mabhee howe oas IBM 701 thon eight GPCigy
tire b overy cosh ddfzereace in the work enoacity, ories for orvice,  Uhay
woauli, howvever, sbiil keop aosare srall mochinos bo boweddls tovortooal jousu‘
WBre ddouper reosumbed bl oabs wos rhiabilue of deondo whie soadd enly Lfford

ane small omachine.
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The use of flow diagrams in coding was the main subject of discussion,
In response to C. Y. Adams® (uestion zs to how many have a higher level
individual set up a flouw diapgram and persons at a lower level do the ceding
of each block, about 8 of the assembled 50 persons raiséd their hands.
i, i\, Ramshaw notcd that at Douglas . ircraft (under John Lowe) this procedure
followed unequivocally. Rigid specifications have been set up for flow
diagrams so that cod{ng can te done by coders with higheschool level train-
ing. Ramshaw added that flou diagrams are not used at United. €, Y. Ndams
suggested that if the specificotions are sufficicitly rigid, the machine it
self could handle the ccding.

Dr. HOpper renarked tha+t flow diagrams offer a potent means of come
munications since they are not tied to the computer., <She has filled the
squares with information varying firom mathematical symbols to sentencss.

K. Powell reiterated the usefulness of flow diagrams as‘a communications
medium and added that his group uses blocks, contsining arbitrary amounts
of information, that can laterx te isolated into subroutines., They hawve
found that engineers can use these blocks to suggest decision points, cte.
without being familiar with the coding.

G. E. Reynolds stated that his rroup uses a system that is half-way
between flow dlagram and basic machine coding. They wnake use of magnetized
blocks that are easy to erase and to assemble. He added that this system is
facilitated by the fact that they have a four-address machine,

There was general agreenent th%t flow diagrams can be very useful to
describe a routine after it Lias been written. Dr. Hopper remarked that
{lou diagrams have proved heipful in locating subroutines as common blecks,
- D, Shell noted that the Wowdimensional appearance of a flcw diagram is
.helpful and spaces-saving, Hoﬁeverb S, Gill gave an example of integrating
2 differential equation thal is easier ©o considsy as subroutines rathey

tha as a floy chayt,

I replying to C, W, Adans’s query as to the existence of mannuals opn

Fflew diagrams, Dr. Hopper indicated thal Reminglon Rand has a mimecgraphed

N 3 JR R LR o UL St DU W) . « T P T T T ]
sopy making use of Goldstine and vor Neumann syabols.
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In answer to a question, Dr. Hopper remarked that her group makes use
ol susstitubtion blocks with nvabered references to indicate hou one block
¢ a flow diagram may change another. ’

T. li. Hurevwitsz suggestec that flow diagrams can seive as a checl on
the problem. seb-up. S. Gill remarked that he had found a coding error from

& [low diagram rather than from ‘he routine itself.

C. W. /dams noted that in teaching the use of flow diagrams in his
course, he found that by introducing the concept too early, fhe problem
%o which it was applied was tco simple. Consequently the students did not
obtain a full appreciation of the usc oi" flow diagraas,.

In answer to a question, C. Y. idams stated that the Laning-iierlewr

system has proved very useful for a particular class of problems, -



Resurs of Ssssion #13

Mr, Randall Porter, Boedng Alrcrafy, Seattle, .ash., described

Boelng's experioence with thelr 701L. After waiting & year and a half; $hoy -
xacalved their VOL in Dec., 1955. About 6 months bhefore this they pﬁt three
people to work doing two important bthings: 1) Finding ouv what other people
were doing with their 701%s, partvicularly Los Alamos and Uﬁiﬁed Ajrcrafls,

2) Coding subroutines and assenbly routines for their cwn use. After several
months of this they spent a week on the New York 701, Their experionce thera
convinced them they should compleitsly revamp their plans by dolng things much
mora automatically.

They now have an exteasive Library of Sﬁhrouﬁines, most of which
are stored on a tape and transferred t¢ the drum during assembly., Subrouiine
words are of twoe types: 1) normal words, 2) excepiions. The latier are
words whose addyesses are not to ve criented or trsated in the normal manner
during compilation. A1l normal words preceds all ekeeptions in each sub-
roubtine and are theveby identified. Fach subroutins has a call numbsr
which is specified by the coder; the assembly routline then ealls the indi.
cated subroutine from the tape and integrates it into the main routines,

| The assembly roubine occupies about 1/6 of high-spsed storage; the
remainder is available for the coders poutines and for subroutines,

Although Beeing has btobh IR Speedeo and Log Alamos Dual'sjsﬁem'
available, they are little usédo Abcut 70% of all their coding is done in
straipht machine code. Most of thelr engineers ave wiliing and avle to do
the scale~foctoring recessary when using fixed point machine code. ilhene
ever ﬁhe.scélemfactozing ér $he enginesr bseomes H00 dirficult, Spsedco o
Dusl is used.

In vesponse 3o a question by D, Jilliams, Iy, Porter said that



LO

tho 701 has gained accephance among she engineers by word of meubh 9o

weil that it is kepi wery bugy - no proselyting has besn necsssary,

Ho Renghay of Unilted Alrcrafi comnmented that his expeﬁence had been
sorawhat different. He found it hest to have people abt as high a lovel
as possible be among the first to recelve training in the use of the com-
putier. ‘l’nen, since the computur is dei J.n_vaelv worthwhile, you have supgi-
visors selling its use to suboidinates --- a gituation very different from
subordinates trying o sell the compubtor {o thelr supervisocrs,

My, Porter discussed the scheduled nainbenence of Bosing?s 701.
‘Usually fron 2 w0 3 hov.t‘s per Ll6=hour day. In wesponss to a commani thai
this seemsd wunduly high, Mr. Porter rcoplied that it compared favorably
with Douglas, for imstance. However, at Douglas they schedule maintensnco
for less than 2-3 hours per de;7, but their sﬁu’c:&si;ics show that maintenarcs
requives at least 2.3 hours pe:r day. Mr. Poriter feels bime scheduled foz

meintenance should be realistic,

Qo by ¥, Ramshaw: ihat is the outpult of the Boeing # 3sebly

poubins? Answer: The routine on punched cards and/ov on magnetic tapes
the cholce ls made mnually,

Qo by W, Eunter: Have you converted aay CPC problems %o Y017

Answvor by My, Porter: Ve still keep getting problems suitable for CPC,
and we also keep CPC?s on test run data veduecticn, fox example, almost on
a stendby basls,

An exchango beibueen R Porter and S, Glll concerned subroutines,

The originator of a Boeing subroubine chocks it out and writes.it up,
occasionally getiting he.'!.'_n} feom stall members in the wirlie-up. The machinge
Jueraior, ancng his other dubtles, mrinbains the subrouitine Iibrary.

D, Com‘ha 1lc quesnied I, Porfter about how Roeing®s plans vo adopt

an alesshzaic ccding sysbom would affoct ussrs of the prosent gysien there.
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R, Porten believes ithab such changes can va made without serious disruption
50 existing voubtines, snd that it would nci be necessary‘to keoﬁ both syge
tems in effect indelinitely, In fact, old-~fashioned subroutines now are
zradually removed from the taps library and made more difficulﬁ to use by
hoipglavailable only in card dsck form,
o Fupther comment by R, Portsr. Typical division of %ime for prob
lom.$plution ig

cdmputing

Coding Tnput | Assembly ! l Oubput

Boaings emphasis therofore is primarily on decreasing coding and o&%puﬁ

tie,



19, Rogumé of Discussion

Dre G.Y¥. Cherlie outlined the necds of the Mutual Benefit Life

Insurence Company. Fox arithmetic, £ £ived point numbers of 20 decimal
digits would be usefuly also there is a need to store alphabetical Informe
ation. High speed tape scarching and printing will be required. Quick‘
‘access %o any point in a File is wanted. The pregent plan ig to review

the whole file periodically. With vegard to a baslc library provided

with the maching, ‘there is a difficuliy becausgse needs vary with the company
and with the timez. The pxoblem of transcribing vthe necessary records '
for awsomatie operation i a big onep this part of the aswitchover zay

take years. Variable length fields ariseg premiums nead only 6 or 8 digits,
‘zom2 sums of money muy necd 12. Thevccmpany is not consldering the electronic
handling of iavestmsnis: 1t is counsidering billing, accounting, f£ile maine
tenance, etc. Reliability is importants thers is interest in the "fall
zafe" type of checke: '

Mro TJMe. Hurewltz asked uhethav the acturial work would bs mechanized.
Ar. Cherlin replied that it would not. In reply te a further question,

e zaid that dividends would be calculated individuelly, not by veference

to a table. Operations ou different files would be combined as this bscame
pOSBible. With the I.BeM. 6309 1t would be possible £o combine first two

and then three files. It may eventually bes possible to corbing 50 files into
one for procesainﬁo | ‘

Prof.lﬂd‘ns raised the question of the extent to which antcmatic coding
night be uged in busiress, Weould it b ugeful In eptimizing Drogeuufes?
Could a manufactuver  userully p?OV"dO paseudo~codes?

fre C.G. Lincola put forward the viewpoint of the non-life Insurance
huginess. The amount of compubing is very swallsy it can be done simulbaie
sously with iaput and outpui, However, a transcripiioa pfoblem ariges.
Competition fowrces the ;&Jodiauv furnishing of policies in the fields iv
1s degirable to produce s 'mulaaxmoms.y a mechanical record. A mechine is
reguiyed that will orint polches and also make a tape or card record.
T the life insurance business, the Traveler's Insurence Company has no

'y S -

dividend calculation problem as it works on a guaranteed casi basigs. Instead

theve is a morelfrequent and more intrlcats eticulﬂ’won off guaran nised prewiiums,
Also the computation of forfeliure values is difficult ag whe 1acus dre

constantly changed. 1% is possibla that a'fcrm.of curve-itiing will Jgdea

up this comwputabtlon.
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Proi's Adsms polnted cut that in meny cagses if the management wowld
agree b0 use a formsl approximation Lo a curve, they might save mors
noney in compuiing than they lost thsough ervors in the cuwve. Payrolls
ans full of wabidy exceptions, and this 1s one of the difficultiss in
antomatic coding. Dr. Chsrlin said that his company would handle payrolls
©iret, end Mr. Hureviiz sald that theve are very few basic types of payroll
compubtations.

Dy's Grace M. Hepper mentioned an existing machine used for essentvially
business computationsg, ths I.B.0. 7Ol at the Aviation Supply Center. L.
Flosenthal said that the Univae at the David Taylor Model Basin also is
uged fov some business wipe calrulations, namely the plamning of supplies

by the centrel supply office.
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G. Hopper mentioned that for business problens it waz often
convenient to bresk data precessing by automatic compute?s.in%oifour
e¢lagsifications « iﬁbutg decisions, calculation, and output - and
that in business itevation on fixed data plays a much smaller role
than in methematical programaing.

A queation eroze concerning the difficulty of human access to
information stored on magnetic tape.

Comway replied that printing oub small files ow oniy changed
items in large files were two possibllities. The difficulty of cone
vincing gowe people of the reliability of magnsbicel ly stored date
was mentioned. In bﬁLkLPC, a lau requires chacks to be sorited and
veturned and this opsrabien is difficult to mechanize.

G. Hopper emphasiged ths importance of the developmsnt of a large
scale random access fils.

Carter emphasized cost and the abiLLuJ ‘o handle exceptional cases
as impoytant aspects of data«prccessing SYSTLEMS o

C.Adams nmentioned that the ability of elecironiec COJPUEB?“ wo maks

.

it pogsible to handle meny exceptions in a roubtine fashion, and in

some cages was a gtrokg point in favor of electronic squipment. The
povsrbﬂlﬂbJﬁx selling some inconvznience in return for faster processing
might ke considered and has been tried in some cases, i.e. punched card
personal . cheeks . ' -
Hurewlts wentioned that new auditing procedures probably would have
t0 be developed to handle avtomabic dsta~processing.
TLe possibility of an engineering quarantee of proper machine
opération veing conaidered a sufficient audit was conjectured by S. Gill.
Hurewits added that a conbinucus audibt would probably be move
prachicable with increased compubing capacity.
Regenthal inquired as %o whether.p?yallél chacks and individual
chocks, e.g. overly lsvge chang,s or item sizes, could be maintained.
Chevlin observed that in additlon to thie type of checkg engineera
could often suggest checks not obvious to prog?ammmrs.
C.W. Aclamg ewphasized that carsful ationbion should Be paid %o
ting the most uwnreliable parits of thz equinnent.
Carter noted that a cavsful p?obaoala bic gtudy of the economics of

18 been made end may be aveilable on vequest.
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Automatic Coding Technigues

L:‘Lst of Reference Material

compiled largely from lists prepared by Grace M HOppeI‘, ,Remington Rand Inec.,
and Frank E, Heart, M.I.T. .

Conference Proceedings:

A. Proceedings oi‘ the Association for Computing Machinery, at the Mellon
Institute, Pittsburgh, Pa., May 1952, .(Obtdinable.at $4.00 from the
"A.C.M., 2 East 63rd Street, New York 21, New York. :

Al. p.99 "Small Problems on Large Computers"
. C. W. Adams .

A2, p.l73 "Construction and Use of Subroutines for the Seac"
Joseph H. Levin

A3. p.231 "The Use of Subroutines on SWACY
' Roselyn Lipkis

A4, p.235 "The Use of Subroutines in Programmes“
David J. Wheeler

A5. p.237 "Progress of the Whirlwind Computer Towards an Automat:.c
. Programming Procedure" v
John W. Carr

A6. p.ZlB "The Education of a Compu'ber"
- - Grace M. Hopper o e e

B, _Proceedlngs cf the Association for Gomputzng Machlnery, at the Unlversi'ty'
of Toronto, Ont., September 1952, Obtainable at $3.00 from the A. C M.,
2 East 63rd Street, New York 21, New Y<>rk

 Bl1. p.l "Compiling Routlnes"
Richard K. Ridgway

B2, p.l7 "Machine Aids to Coding!"
‘ E, J. Isaac

B3. p.19 "Computer Aids to Code—check:mg" :
: J. C, Dlehm .

B4, p.21 “Input Scallng and Output Scaln.ng for a Blnary Calculator"
' - E, F. Codd and H. L. Herrick

B5. p.4b "Logical or Non-mathematlcal Programes"
: C. S.: Strachey
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B6. p.55 "“Simple Learnlng by a Digital Comouter“
A. G, Oettinger

B7. p.8l1 "Interpretative Subroutines"
' J. M, Bennett, D, G. Prinz, H. L. Woods

B8. p.121 "Pure and Applied Programming"
M. V. Wilkes

. Proceedings of a Symposium on Autcmatic Programming i’or Digital Computers,

sponsored by the Navy Mathematical Computing Advisory Panel, Washington,
D.C., May 1954, Obtainable after October 1954 at about $3.00 from the
Office of Technical Services, Department of" Qommerce. "

Cl. "Definitions"
- Grace M. Hopper

C2. "Differentiators"
" Harry Kahrimanian

CB'. "Compiler Method of Automatic Programmlng“
Nora Moser

C4, “Editing Generators"
John Waite

C5. "New York.University Compiler System"
Roy Goldfinger

C6. "Application of Automatic Cod:mg to Log:.cal Processes"
Betty Holber'ton

C7. "The M.I.T. Systems: Comprehensive, Summer Session, and Algebralc“ _
C. W, Adams and J. H. Lan:Lng, Jdr, -

C8. "Interpretive Routines in the Illiac Library"
David E, Muller :

C9. "Planning Universal Sem—AutomatJ.c Cod:.ng“
" Saul Gorn

C1Q. "Present Sta'bus of the Michigan Automatic General Integrated
Computation(MAGIC)"
J. H, Brown and J. W, Carr III

Cl1l1. "Automat:.c Programm:mg on the Burroughs bomputer“ '
' Hubert M. Livingston .

Cl2, MIBM 701 Speed Coding System®
John W, Backus and Harlan Herr:Lck

C13. y“Prograrm{nlng for the IBM 701 with Repetitively Used Functions".
Allen Keller and R, A, Butterworth



Cl4. "Summary and Forecast".
. Grace M. Hopper

Book

Dl. M. V. Wilkes, D. J. Wheeler, and 5. Gill, "The Preparatien of
Programs for an Electronic Digital Computer." Addison-Wesley .
Press, Cambridge, Mass., 1951. '

Pap’ers 4in Periodicals

El. J. W, Backus, "The IBM '}01 Speedcoding System," Journal of the
- Association for Computing Mach::.nery, Vol. 1, No.'l, p. 4 January
1954, = .

E2., S. G:Lli "The Diagnosis of Mistakes in Px:dgrammes on the EDSAC,"
Proceedlngs of the Royal Society (Lendon) Section A, Vol. 206
p. 538, 1951.

E3. Margaret H. Harper, "Subroutines: Prei‘ébr:.cated Blocks for Build-
. ing," Computers and Automation, Vol. 3, No. 3, p. ‘14, March 1951&

.,Eh: Grace M. Hopper, "Compiling Rout:mes,“ Computers and Automation,
Vol. 2 Noo L, p. 1, May 1953.

E5, Grace M, Hopper and John W, Mauchly, '“Infiuence of Programming
Techniques on the Design of Computers," Proceedings of the Inst:.t-
ute of Radlo Engineers, Vol. 41, No. 10, p. 1250, October 1953. -

E6, .N.B.S. Machlne Development Staff, ‘The Incorporat:.on of Subroutines
‘into a Complete Problem on the NBS Eastern Automatic Computer,"
Mathematical Tables and Aids to Computation, Vol. 4, p. 164,

July 1950, °

E? D, J. Wheeler, "Programme Organization and Initial Orders for the
: EDSAC," Proceedings of the Royal Socisty (London) Sectlon A, Vol
202, p. 573, 1950.

E8. M, V. Wilkes, "The Use of a "Floating Address" System for: Orders in
- an Autematic Digital Computer," Proceedings of the Cambridge Phil-
- osophical Soc:r.ety, Vol. 49, pt. I . 84, 1953.

,Reports with L:Lm:l.ted C:.rculat:x.on

Requests for cop:Les should be addressed to the'organiza'tions shown,

Programm:.ng Research Section, Remington Rand Inc. , 1624 Locust Street,

Phlladelphla 3, Penn,

Fl. “Analytlcal Differentiation by a D:Lg:l.tal Computer,“ by Harry G
Kahrimanian i

F2, "A-2 Compiler Manual®
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F3, "A-2 Compiler"

International Business Machine Corporation, 590 Madison Avenue, New York
22, New York ‘ ’

F4, "IBM Speedcoding System for the Type 701 Electrom.c Data Process-
“ing Machines. ‘ A o

Digital Computer Laboratory, Massachusetts Institute of Technology,
Cambridge" 39, Massachusetts

F5. "M-2539: Comprehensive Systems. ‘Manual: Part I Introduction to
Programming ," by H. H, Denman, E. S Kopley and J D Porter,
December- ~1953

Part IT on the general principles ‘of operat:.on of ‘the Conlprehens:.vo
System, and Part III contalnlng detalls of- the executlve routlnes
are in preparatlon.

-
.

Instrumentatlon Labaratory, Massachusetts Institute of Technology,
Cambridge 39, Massachusetts - ,

F6 "E-364: A Program for the Translation of Mathematical Equat:!.ons.
i‘or Whirlwind I," by J. H. Lan:mg and N Zierler, January 1954,
University of California Radi'ation Laboraf'tory,' Livermore, Cal:‘l.fornia,
F7. "IMO Edit Compiler," UCRL-4286 (unclass:r.fled) by Merrz.tt Elmore,
February 1954 .
'A E C. Computing Facility, New York Unlversn.ty, £53 Greane Street.
New York 3, New York '
F8, “New York University Compiler System," NYU-61+78 (unclassified)
by Roy Goldfinger, March 195'4— ! : o
University Mathematical Laboratory, Free School Lsne, Cambridge, England

F9. Programming notes and recent llbrary rout:.nes. (_l95’+; in
preparation) '

Digital Computer Laboratory, Graduate Gollege, University of Illinois,
Urbana, Illinois

F10. "Illiac Programmingi® April 1954
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